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Abstract: Self-supervised learning (SSL) has gained significant attention in the past decade for its
capacity to utilize non-annotated datasets to learn meaningful data representations. In the medical
domain, the challenge of constructing large annotated datasets presents a significant limitation,
rendering SSL an ideal approach to address this constraint. In this study, we introduce a novel pretext
task tailored to stimulus-driven eye movement data, along with a denoising task to improve the
robustness against simulated eye tracking failures. Our proposed task aims to capture both the
characteristics of the pilot (brain) and the motor (eye) by learning to reconstruct the eye movement
position signal using up to 12.5% of the unmasked eye movement signal patches, along with the
entire REMOBI target signal. Thus, the encoder learns a high-dimensional representation using a
multivariate time series of length 8192 points, corresponding to approximately 40 s. We evaluate
the learned representation on screening eight distinct groups of pathologies, including dyslexia,
reading disorder, and attention deficit disorder, across four datasets of varying complexity and size.
Furthermore, we explore various head architecture designs along with different transfer learning
methods, demonstrating promising results with improvements of up to approximately 15%, leading
to an overall macro F1 score of 61% and 61.5% on the Saccade and the Vergence datasets, respectively.
Notably, our method achieves macro F1 scores of 64.7%, 66.1%, and 61.1% for screening dyslexia,
reading disorder, and attention deficit disorder, respectively, on clinical data. These findings un-
derscore the potential of self-learning algorithms in pathology screening, particularly in domains
involving complex data such as stimulus-driven eye movement analysis.

Keywords: time series; deep learning; masked modeling; self-supervised learning; classification; eye
movement; saccade; vergence

1. Introduction

Eye movement data analysis holds significant promise in uncovering insights into
brain disorders and pathologies. Abnormalities in eye movements often serve as valuable
markers for various neurological conditions, making the examination of eye movement
patterns crucial for early detection and intervention strategies. In our daily lives, we
make about 150,000 movements per day, corresponding to 3 movements per second. This
abundance of data underscores the potential for understanding underlying neurological
conditions through eye movement analysis.

While statistical frameworks [1–4] and machine learning algorithms [5–10] have been
employed for analyzing eye movement data, recent advancements in deep learning [11–18]
have shown great potential in automating the analysis process. These approaches not
only automate feature extraction but also enhance the resilience of learning algorithms to
noise, thereby maximizing the information encoded in the data. However, training such
algorithms requires annotated data, and imposing the annotation can drastically increase
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the difficulty of dataset construction. In response to this challenge, alternative approaches
such as unsupervised learning [19] and self-supervised representation learning [20,21] are
being explored.

However, two limitations arise, namely the sample size and model size. While the
effect of these two limitations may not be significant when training using a research dataset,
in clinical datasets, which represent the real-model use case, the screening task complexity is
higher due to the increase in input and output (pathology class) variability, making training
small models prone to underfitting. For instance, clinical data exacerbate challenges such as
low signal-to-noise ratio and inherent variability stemming from population diversity and
data recording protocols. Additionally, the high variability of the target class distribution
poses a challenge. As a result, small-sized models, due to limited expressivity, tend to
underfit when confronted with these challenges. Notably, there is a gap in the literature
concerning the evaluation of large architectures’ performance on pathology screening
tasks of eye movement time series trained using deep learning algorithms, including
self-supervised learning methods. In scenarios lacking a big dataset, highly expressive
models are prone to learning the training set without necessarily generalizing. This issue is
particularly acute with Transformers, given their high expressivity and absence of weight
sharing inherent in Convolutional Neural Network (CNN) architectures.

On the other hand, constructing a large clinical annotated dataset can be challenging,
especially for rare illnesses. One approach is using self-supervised learning (SSL) algo-
rithms. SSL involves training the model on a non-annotated dataset to learn a pretext
task that compresses the input space into a low-dimensional representation. The model
weights are then fine-tuned on a smaller annotated dataset for the downstream task (the
main task). A possible option for the pretext task is masked modeling, which was intro-
duced on Bidirectional Encoder Representations from Transformers (BERTs) [22] and has
since been extensively explored in different fields, including natural language processing
(NLP) [23–25] and computer vision domains [26–29].

Our approach is inspired by the work of [29], although we employ a different pretext
task tailored specifically to stimulus-driven eye movement time series data. Furthermore,
we refine the masking heuristic to suit time series data and the characteristics of an eye
movement position signal. For instance, a fundamental distinction between image and
time series data structures lies in their information density [30]. In time series data, missing
masks can be readily addressed through interpolation. Additionally, temporal dependency,
inherent to time series data, implies a sequential ordering of data points, unlike the spatially
independent nature of images. Moreover, when dealing with eye movement time series
data, local failures in the eye tracking system result in sparse regions with reduced sampling
rates. Furthermore, errors in eye tracking predictions introduce noise into the input space,
leading to a low signal-to-noise ratio.

To address these challenges, we adapt the masking process to simulate eye tracking
failures and introduce noise signal corruption to emulate inaccuracies in eye tracking
predictions. Our proposed masking heuristic represents a generalization of patch-based
and random masking strategies, incorporating variable masking densities during training
to account for different scenarios.

Furthermore, we introduce a corruption heuristic tailored to our domain to enhance
the complexity of the pretext task. This encourages the capture of mutual information
between different time series and learned representations by maximizing their mutual
information lower bound [31,32]. Additionally, we refine our noise modeling to better
replicate the noise present in our data.

Finally, we integrate the target signal into the decoder to mitigate the effects of hard
masking and temporal dependencies in our data. This replacement of the patch filling task
aims to capture both the characteristics of the pilot (brain) and the motor (eye) by analyzing
present patches relative to their corresponding stimulus signals, thereby uncovering missing
zones given in the stimulus signal.
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As a result of these adjustments, we demonstrated that it is possible to reconstruct
eye movement time series data using only up to 12.5% of initial eye movement signals
combined with REMOBI target signals. Our studies make the following main contributions:

• We propose an extension of the masked autoencoder (MAE) for modeling eye move-
ment time series, aiming to learn meaningful high-dimensional representations through
semi-supervised learning on eye movement data.

• We introduce a novel pretext task tailored to stimulus-driven eye movement analysis.
First, we introduce a masking heuristic. Furthermore, we condition the reconstruction
task with the stimulus signal, enabling the model to learn to capture eye movement
characteristics and use them to reconstruct the initial signal with masking of up to
87.5% of the initial eye movement signals. Finally, we incorporate a noise injection
heuristic to increase the robustness of the trained model by emulating intrinsic noise
in eye movement position signal.

• We compare our method with two different unsupervised learning methods, as well
as training using supervised learning.

• We explore using the high-dimensional learned representations to screen eight groups
of pathologies on four different characteristic datasets.

• Demonstrating the feasibility of reconstructing eye movement time series data using
only a small portion, up to 12.5%.

Figure 1 offers a visual summary of the exploration presented in this study.

Figure 1. A visual abstract of the exploration detailed in our preliminary study.

2. Related Work

Autoencoder: This is an unsupervised method for learning a low-dimensional rep-
resentation [33–35] comprising two models (an encoder and a decoder). The encoder
performs feature selection by compressing the input into a low-dimensional representation.
Subsequently, the decoder learns to reconstruct the original input features from the output
of the encoder. This algorithm is trained by minimizing mean-squared error during recon-
struction. Another variant of this algorithm is a variational autoencoder [36,37], which
introduces a probabilistic perspective by regularizing the latent space through an assump-
tion of conditional multi-Gaussian distribution in that space. As a result, the encoder
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predicts both mean and standard deviation for each Gaussian component conditioned
by input; meanwhile, the decoder samples from this learned distribution to construct the
initial input.

Denoising autoencoder: This is a special form of autoencoder, which aims to increase
the robustness of the learned representation by training the model to remove noise from the
input [38,39]. Each input datum is corrupted before being passed to the encoder, and then
the autoencoder minimizes the reconstruction error between the uncorrupted input and
the reconstructed input. In our approach, we follow the same method, aiming to mimic the
inherent noise produced by an eye-tracking system error by generating additional noise
that is proportional to the signal amplitude, to encourage the model to learn to exploit
the correlation of the different multivariate components, as well as the overall response
represented by the eye signal relative to the target signal to filter the noise.

Masked data modeling: This involves removing patches in each sample during
training. The model then needs to use the learned representation for the unmasked region
to retrieve information from the masked region. Initially used in NLP [22], this technique
showed promising results when evaluated on downstream tasks. Kaming He et al. [29]
explored its application on ImageNet as a pretext task and reported an accuracy of 87.8
on ImageNet-1k without relying on data augmentation techniques, using only cropping
instead of contrastive learning.

Additionally, alongside our study, two other studies [30,40] have pursued similar
objectives: Ti-MAE [40], which focuses on training MAE with time series data by replacing
a continuous masking strategy with a random time masking strategy introduced in MAE
and evaluating it on classification tasks where it achieves consistent improvement across all
evaluated forecasting datasets; and MTSMAE [30], which introduces a patch embedding
method more suited for MAE application to time series characteristics.

In our approach, we investigate different directions by designing a novel masking
heuristic that can be seen as a generalization of patch-based and random masked model-
ing. The proposed masked modeling method is inspired by the problem of eye tracking
system failure.

Self-supervised learning: This involves two stages of training. In the first stage,
the model is trained using annotated data to learn a low-dimensional and meaningful
representation. The second stage fine-tunes the model for a specific downstream task
using an additional annotated dataset. The first stage can incorporate a pretext task such
as regression with pseudo-labels [41–43], a contrastive method [44–47], or an adversar-
ial method [48–50]. Finally, a more complete taxonomy of unsupervised representation
learning is presented in [51].

Our study considers the mask filling task as a pretext task while viewing the denoising
task with dual purposes; it serves as a pretext task in the first stage and subsequently acts
as a preliminary step for the downstream tasks in the second stage.

Application to eye movement: To address the challenge of analyzing eye movements
through eye movement data [19–21,52–55], one can first learn to estimate eye movement
position coordinates. Subsequently, these estimated eye movements can be utilized to
learn to identify corresponding pathologies within the eye movement data. Self-supervised
learning techniques have been employed in different studies to address these phases,
demonstrating promising outcomes. Bautista et al. [19] utilized a temporal convolutional
network autoencoder to derive meaningful representations from eye movement position
and velocity segments separately using unsupervised algorithms. They assessed the
efficacy of this embedding by training a linear Support Vector Machine (SVM) for patient
identification tasks, achieving accuracies of up to 93.9% for stimulus tasks and up to 87.8%
for biometric tasks. In a second approach [21], they applied the same encoder architecture
for self-supervised contrastive learning, achieving an accuracy of up to 94.5% for biometric
tasks. However, there was a noticeable decrease in generalization performance when
assessing datasets not included in the training/testing split algorithm. In another study,
Lee et al. investigated the detection of abnormal behavior during screen observation using
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self-supervised contrastive learning, achieving an accuracy of 91% in identifying abnormal
eye movements associated with attention lapses.

On the other hand, the papers [20,53–55] explore the application of SSL for eye move-
ment coordinate estimation. In our study, we prefer using the Pupil solution for the
estimation due to its physiological criteria and high accuracy. This solution has been
extensively used in studies. Therefore, in this study, we explored learning the screening
task from eye movement position signals.

3. Materials and Methodology
3.1. Saccade and Vergence Eye Movement

Saccades and vergence eye movements are the most common eye movements we
make in everyday life, enabling us to explore our 3D environment, read, and react to targets.
Saccades are rapid and abrupt movements that center the target on the retina by changing
the direction of our gaze. During saccades, both eyes coordinate to generate movements in
the same direction and by the same amount. In contrast, vergence movements are more
complex, involving the eyes moving in opposite directions. They allow the fixation point
to either move away (diverge) by decreasing the angle of vergence or to be brought closer
(converge) by increasing the angle of vergence.

Moreover, each movement can be decomposed into a conjugate saccade component
and a disconjugate component. The conjugate component, representing the mean values
of the position signal of both eyes, analyzes movements that change the direction of gaze
to place the fixation point in space without altering the depth of the fixated points, thus
aiding in the analysis of the saccade movement. Conversely, the disconjugate component,
corresponding to the difference in the position signal of both eyes, analyzes movements that
alter the depth of gaze by shifting the fixation point on the optical axis, thereby facilitating
the analysis of the vergence movement. Finally, in Appendix A, Figure A1, we provide
an overview of the four signals, presenting the left and right position signals along with
the conjugate and disconjugate components for both saccade and vergence recordings. It
is important to note that this figure provides an illustration using a high signal-to-noise
recording to emphasize the differences between these two movements, thereby enhancing
clarity in comparison.

3.2. Eye Movement Recording

Our data are recorded from various clinical centers across Europe. These centers utilize
the REMOBI technology (patent WO2011073288) for conducting tests that stimulate various
eye movements, such as saccades and vergence, alongside the AIDEAL technology (patent
PCT/EP2021/062224) to analyze the resulting recording. Additionally, eye movements are
recorded using a Pupil Core head-mounted video-oculography device [56] to record eye
movements at a frequency of 200 Hz per eye, providing real-time gaze position estimation
for both the left and right eyes along the vertical (y) and horizontal (x) axes. All data records
undergo anonymization in compliance with European regulations on personal data before
being stored in our database. The same experimental setting has been employed across
multiple studies for analyzing eye movements, utilizing statistical methods [1–4] as well as
machine learning algorithms [5,6].

3.3. REMOBI Saccade and Vergence Tests

Our database encompasses a diverse range of eye movement recordings captured
through different modes using REMOBI, including saccade, vergence, combined move-
ments, vestibular tracking, and fixation, as well as recordings from non-stimulus-driven
tasks like reading and viewing images.

For this study, we exclusively utilize the saccade and vergence recordings to construct
each of the four classification datasets. The remaining groups are solely employed in
the initial learning stage to train the encoder. Consequently, we provide a more detailed
examination of the REMOBI saccade and vergence tests in our study.
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During the saccade test, patients were instructed to fix an illuminated LED stimulus
along a horizontal axis to elicit right and left saccadic movements. Similarly, during the
vergence test, stimuli were presented over the optical axis to stimulate both conjugate
and disconjugate vergence movements. Each test comprised 40 movements (20 leftward
and 20 rightward) during the saccade test (20 convergence and 20 divergence) and during
the vergence test. The duration and position of the LEDs were randomized to prevent
anticipation of movement in both tests. The purpose of conducting these tests is to further
analyze specific eye movements related to each task, using the software AIDEAL.

3.4. Dataset Overview

Using our intern database, we synthesized two datasets. The first dataset (Ora-M)
encompasses all the data collected before 2022, including the non-annotated data, and is
used for the pre-training task, while the second one (Ora23) contains all the annotated
data gathered before 2023. To construct the segmented Ora23 dataset, We follow the same
approaches outlined in [12], which were also employed in the creation of Ora22, as utilized
in our prior study.

• ORA-M: This includes a variety of eye movement visual tasks, namely vestibular,
fixation, combined, image, reading, saccade, vergence, and random tracking. The
distribution of visual tasks in the ORA-M dataset is illustrated in Figure A2, which
contains a total of 15673 recordings. Each recording corresponds to a multivariate eye
movement position time series, encompassing the angular coordinates of the left and
right eyes along both horizontal and vertical axes. These recordings typically span a
duration ranging from 1 to 5 min, yielding approximately 9000 and 45,000 coordinate
points, respectively. The three dominant visual tasks are reading, followed by vergence
and saccade with a percentage of 35.63 %, 24.87%, and 21.72%, respectively. All the
eye movement recording data are merged into one comprehensive database, including
both annotated and non-annotated data.

• ORA23: This contains only annotated data of the saccade and vergence tests. These
data are used separately to construct two sub-datasets, namely the saccade visual
task dataset, and similarly, the vergence visual task dataset. The saccade dataset
consists of 92,207 time series of a duration of 5 s, corresponding to approximately 750
points, recorded from 3081 patients. Similarly, the vergence dataset consists of 95,630
segments of a duration of 5 s, recorded from 3228 patients. These sub-datasets are
utilized for the downstream task in our study.

3.5. Train/Test Split

Training using the SSL paradigm involves two stages of learning. In our setting, the
first stage (pretext task) corresponds to masked data modeling, while the second stage
(downstream task) corresponds to screening diseases. Below, we present the train/test split
for each of the pretext and the downstream tasks. Note that all the heuristics discussed
below are performed at the subject identifier level. Then, the corresponding data of each
identifier is gathered to form the corresponding set. This approach guarantees the absence
of data from the same subject in both the train and the test sets.

For the pretext task, we use the ORA-M dataset. Sixty percent of the data are used for
model training, while the remaining data are used for the evaluation of the reconstruction
error and assessing overfitting. On the other hand, for the downstream task, two distinct
train/test splits are explored to train and evaluate our methods. We present the two heuris-
tics with a specific emphasis on mitigating their potential limitations, namely, information
leakage and distribution shift.

• Random Split Strategy: All Ora23 data are utilized for constructing both the training
and test sets in this scenario. The data are randomly partitioned, allocating 30% for
training and reserving 70% for testing. The training set is crucial for fine-tuning the
model. However, this approach introduces a potential risk of information leakage
due to the overlap between the data used for the pretext task and the downstream



BioMedInformatics 2024, 4 1908

task, as the model—despite lacking access to labels during the pretext task—retains
knowledge of the underlying data structure.

• Temporal Split Strategy: In response to the identified information leakage risk, a tem-
poral split strategy is proposed. Data collected between 2022 and 2023 are exclusively
used for testing, ensuring no overlap between patient data in the training and test
sets. However, this strategy sacrifices the guarantee of similar distributions between
the training and test datasets. Moreover, the SSL algorithm is intended to be used
in a scenario where we have few annotated data, and one large non-annotated set;
thus, in order to align with the principles of self-supervised learning (SSL), only 20%
of subjects from the data collected before 2022 are utilized for training, resulting in a
reduced training set size compared to the pretext task.

Finally, in Appendix A, Table A1, we display the counts of the train and test sets for
each of the two approaches applied to the saccade and vergence datasets, yielding four
distinct datasets. These datasets exhibit distinct characteristics in terms of sample size
and task complexity. Additionally, owing to variations in the sizes of the training sets,
we denote the datasets produced using the first method (Random Split Strategy) as the
non-reduced datasets, while the reduced dataset denotes the dataset generated using the
second heuristic (Temporal Split Strategy).

3.6. Problem Statement

Our dataset, labeled as D = (Xi, yi), : i ∈ [[1, N]], comprises N instances. Each pair
(Xi, yi) represents a multivariate time series of length T: Xi ∈ R5×T , corresponding to
the horizontal and vertical angular positions of both eyes for each point within the T-
length interval, along with the latency target signal encoding stimulus information such as
different LED states and the type of eye movement test, and the target class yi ∈ {0, 1}8,
corresponding to eight annotations. Our objective is to predict class yi given the input
Xi. Our recordings of eye movements consist of approximately 30,000 time points, which
are typically too long for one-shot processing; therefore, we suggest a segment-based
approach by working on segments of size 8096, representing a 40-second recording split
into 16 segments of size 512. As a result, each sample has 16 multivariate time series
(segments) of length 512 and 5 channels.

Our objective is first to train a Vision Transformer (ViT) autoencoder on the non-
annotated ORA-M dataset to learn high-dimensional representations for each sample
through our proposed pretext task. Subsequently, we aim to use the learned representation
to tackle the downstream task of disease classification.

3.7. Preprocessing

We follow the same procedure as outlined in our previous studies. We conduct two
levels of data cleaning: a low-pass filtering step with a cutoff frequency of 33 Hz, and a
z-score filtering step, where we eliminate data points with z-scores exceeding 2.5. Instead
of implementing the standardization technique suggested in prior research, we normalize
each eye movement sample channel separately using statistics per channel and sample
individually. This is equivalent to applying the instance normalization technique with no
momentum. Each latency signal is shifted with a different constant to encode the test type
within range, then scaled using a min–max scaler.

4. Method

To train our architecture, we use the self-supervised learning algorithm proposed
in [29]. This approach addresses the challenge of a small annotated sample size by em-
ploying a two-stage learning algorithm. In the initial stage, the model is trained on a large
non-annotated dataset to learn a pretext task and create low-dimensional meaningful repre-
sentations for each sample. Subsequently, the model is fine-tuned on a smaller annotated
dataset for the downstream task. All the proposed methods are implemented, trained and
evaluated using the PyTorch Framework
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4.1. Architecture

Our architecture uses a Transformer-based design, which has been shown to address
the information bottleneck in long-term time series data when using recurrent neural
networks (RNNs) in sequence to sequence (seq2seq). Figure A3 in Appendix A presents an
overview of the proposed architecture. It consists of an embedding module for processing
each sample, masking up to 87.5% of the patch and applying corruption to the remaining
patches, an encoder for constructing high-dimensional embeddings for each remaining
patch, a decoder for reconstructing the latent representations of patches and restoring
masked patch embeddings, and finally, a reconstruction module that linearly projects
different patches and flattens the output to form the initial sample. This architecture is
similar to the VIT autoencoder used in [29], but with some minor modifications in feature
space as well as incorporated masking and corruption modules. The different modules are
detailed below:

• Embedding: This takes a tensor of shape (Batch, 8192, 5) and converts it to a set of
k stems within the second axis, with k as the number of unmasked stem. First, each
batch tensor is processed with a 2D convolutional layer with strides equal to 16 and
192 filters, outputting a 512 patch with a representation dimension of 192. Then, k
patches are filtered using our patch masking heuristic and processed with the patch
corruption module. Finally, a learned position embedding weight vector is added to
enable the encoder to capture the temporal-order structure.

• Encoder: The encoder is designed to learn a low-dimensional representation for each
unmasked patch. It consists of 16 attention blocks stacked vertically, utilizing the
attention block module from the timm library [57]. Similar to MAE, we process only
the unmasked patches and replace masked representations with a learnable vector.

• Decoder: The decoder reconstructs the masked patch using information from the
retained patches. A smaller decoder is used to enhance the relevance of learned
representation by the encoder. Each missing mask is replaced with a learned vector,
aiming to retrieve the initial sample space cardinality of shape (Batch, 512, 192). The
latency layer is then combined with each learned embedding and passed to the decoder
in order to recover missing information using the encoded representation.

• Reconstruction head: The module aims to reconstruct the original time series from the
reconstructed patches. This is achieved by linearly projecting different representations
to recover the original patch dimensions. At this stage, the output has a shape of
(Batch, n_patches, dim). Finally, the last two dimensions are flattened to retrieve the
initial input space dimension.

4.2. Pretext Task

Pretext task selection is crucial for SSL. The connection between the pretext task and
downstream task affects the efficacy of learned representation on the main task. We in-
troduce a novel pretext task which learns to capture the characteristics of eye and brain
responses relative to the stimulus signal in order to fill the masked region. Furthermore,
our pretext task is inspired by the masked autoencoder (MAE) and, more generally, by the
masked modeling method, but tailored to our problem to accommodate the characteristics of
eye movement multivariate position time series, including a low signal-to-noise ratio stem-
ming from errors in eye tracking prediction and sparse regions due to eye tracking failure.
To address these issues, we propose a masking heuristic that simulates eye tracking failure
and introduces signal corruption noise to replicate inaccurate eye tracking predictions.

4.2.1. Masking Strategy
Our Proposed Algorithm

Our algorithm is parameterized by a number of splits N and a maximum masking
ratio rmax. To control the patching density of our data, we first construct a list of sorted
indexes of the different patches. Then, we split the list into N sublists. For each sublist, we
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sample a masking ratio (ri) from the interval [0, rmax], and then mask the corresponding
consecutive indexes. The different operations are presented in detail below:

1. Construct a list (P) of the sorted indexes of each patch.
2. Split the list into N sublists Pi defined by

Pi = {P[n] | n ∈ [i · int(512/N), (i + 1) · int(512/N)]}

3. For each sublist Pi, randomly sample a mask ratio ri from the interval [0, 0.25], as well
as a starting offset oi from the interval [1, m], with m defined by

m = max(0, int(512 · (1 − r)/N))− 1

4. Contiguously select li indexes starting from the offset oi in each sublist Pi, and discard
the remaining indexes. The set of retained indexes for each sublist Pi, given the
sampled random mask ratio ri as well as the offset oi, is defined by

M(i, ri, oi) = {Pi[oi + r] | ri ∈ [min(1, r · 512/N)]}

Our proposed masking model has 2N + 1 parameters:

• Granularity N: These parameters control the granularity of the segmentation. It is
initialized to 1 and incremented after each batch in the cyclic interval [1, 64].

• Length li: This parameter accounts for the number of consecutive retained indexes
in each sublist Pi ∈ P, and defined by (1), with the ri masked ratio sampled for the
sublist Pi.

li = min(1,
ri × 512

N
) (1)

• Offset oi: This parameter represents the position of the first retained index in each
sublist Pi.

These parameters, chained together, allow for controlling the masking density. For
instance, li controls the length of the different patches, while N controls how finely each
list index is divided. Note that the length li varies for each sublist i.

Analyzing Algorithmic Extremes

We notice two extreme cases for this algorithm. The first case is when N is minimal
(N = 1), and ri is maximal, thus sampled to rmax. And the second case is when N is
maximal and ri is minimal for each sublist, thus equal to 1.

When N is minimal, the algorithm will select one contiguous segment of length
ranging from 12.5% to 25% of the initial length, depending on P, which is hard for the
model because the learning task becomes similar to the forecasting task. On the other hand,
the second extreme is when N is maximal, hence equal to 64. Then, the algorithm will
approximate the uniform sampling of the unmasked region by splitting the time series into
64 lists of 8 consecutive indexes, and then randomly retain 1 index per sublist.

Our strategy is motivated by the fact that for time series signals, if the density of the
masked points is placed randomly on the time series, the task becomes very easy to infer
the correct unmasked value, up to a certain precision, by just connecting the dots. As a
result, we would sample some segments where we have a relatively large zone of masked
area to encourage the model to learn to predict the time series eye movement signal by
sampling using the previous trials and the target signal.

Moreover, to mitigate the hard sampling effect, we considered passing to the decoder
the target signal, which encodes the position of the stimuli during each time step. As
a result, the decoder output is conditioned with the target signal as well as the learned
representation of the unmasked patch.
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4.2.2. Learning to Capture Eye and Brain Response Characteristics Relative to the Target

We introduce a sophisticated self-learning method for analyzing eye movement time
series data. Traditional approaches typically focus solely on response data, by masking
several patches in the time series, and asking the model to fill the missing information.
However, our method breaks from convention by incorporating both the target signal
and the eye movement response signal. This holistic approach mirrors the physiological
integration observed in the brain, where stimulus and response preparation are intertwined.
By conditioning the algorithm with both stimulus and response signals, we aim to stimulate
a more realistic and physiologically relevant learning process. This method acknowledges
the dynamic properties of stimuli over time and the need for movement responses to adapt
accordingly. By integrating both stimulus and response in the learning process, our ap-
proach seeks to achieve a more intelligent and realistic model. This innovative methodology
holds promise for developing physiologically accurate self-learning algorithms applicable
to various contexts, including complex scenarios.

4.2.3. Corruption Strategy
Sampling the Corruption Noise

To create the corruption process, our goal is to produce a vector noise similar to the
observed data noise but significantly higher in order to challenge the reconstruction process
and encourage the model to utilize other segments with target signals for denoising. The
implementation involves generating random noise from a normal distribution with stan-
dard deviation 0.5, upsampling the noise using bilinear interpolation to mimic correlated
noise over time for added realism, and then multiplying each noise point by the local signal
amplitude to control the signal-to-noise ratio.

Varying the Corruption Policy within Each Group

The motivation for processing each group differently is to enhance the homogeneity
of denoising difficulty within each batch. We investigate eight corruption modes for every
batch, which is evenly divided into eight subgroups. For each subgroup, we apply the
following processing steps:

• Group 1: Right eye signal corruption.
• Group 2: Left eye signal corruption.
• Group 3: Left and right eye signal corruption.
• Group 4: Right eye signal corruption with a probability of 0.5 for each point.
• Group 5: Left eye signal corruption with a probability of 0.5 for each point.
• Group 6: Left and right eye signal corruption with a probability of 0.5 for each point.
• Groups 7 and 8: No corruption is applied.

The motivation behind processing each group differently is to increase the homogene-
ity of the denoising difficulty within each batch.

4.3. Downstream Task
Head Classifier Design

We evaluate the pertinence of the learned representation on the annotated Ora dataset.
To learn the multi-annotation classification task, we stacked on top of the learned embed-
dings a head classifier. However, screening each group of the eight different pathologies
may require more than one linear layer. As a result, we explored other classifiers to improve
the model performance on the downstream task.

In Figure A4 of Appendix A, we present an overview of the different explored module
designs. H0, H1, H2, H3, H4, H5, H6, and H7 are depicted in subfigures (a), (b), (c), (d), (e),
(f), (g) and (h), respectively. The main idea explored in our experimentation is increasing the
input space by incorporating segment normalization statistics within the encoder output,
increasing the expressivity of the head classifier by using a new Transformer block on top
of the 16 pre-trained Transformer blocks, and finally exploiting, in addition to the CLS slice,
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the remaining encoder output tensor by processing each temporal slice separately, then
aggregating the different classification slices by means to increase model resilience.

• Linear probing: Traditionally, linear probing is used to evaluate the pertinence of
the learned representation, using a linear classifier, trained on the CLS slice or using
the mean aggregation of the encoder output within the temporal dimension. The
head classifier (H0) is a layer perceptron with sigmoid activation. We follow the same
approach outlined in [29] by adding between the head classifier and the encoder a
batch normalization layer without affine transformation.

• Incorporating the normalization statistics: For instance, while applying a per sam-
ple normalization within the temporal dimension, the input variability is reduced,
thus making the pretext task easier. We hypothesize that two encoder embeddings
become incomparable by altering information such as the amplitudes, thus affect-
ing the classification performance on the second learning stage. Thus, in H1, we
incorporate the normalization statistics within the encoder CLS slice. Additionally,
batch-normalization is applied, followed by a two-layer perceptron, as presented in
subfigure (b).

• Adding additional attention blocks: In H2, H3, and H4, we added an additional
Transformer block-LN on top of the encoder output. In H2, the normalization statistics
are concatenated with the block output; meanwhile, in H3 and H4, they are concate-
nated with the block input. This allows the added attention module to take advantage
of information statistics. Furthermore, the CLS is processed using a perceptron head in
H2 and H3, while in H4, it is processed with a two-layer perceptron with an additional
dropout of 0.5 before reaching the last linear layers. An overview of the three head
classifiers is presented in Appendix A, Figure A4, in subfigures (c), (d) and (e).

• Exploiting the entire encoder output: In H5, H6, and H7, rather than collecting the
CLS slice, we leverage the entire tensor. Similarly, we present in subfigures (f), (g)
and (h) the corresponding three architectures, respectively. In H5, the initial step
involves processing each encoder output with the block module. Subsequently, the
resulting tensor is averaged along the temporal dimension, concatenated with the
normalization statistics, processed through batch normalization, and finally fed into a
two-layer perceptron. Conversely, in H6 and H7, the normalization statistics are first
stacked with the encoder output and then passed through an additional block-LN,
enabling the block-LN to capitalize on these features. The processing of the block-
LN output differs between H6 and H7. In H6, the block-LN output is flattened and
directed to the perceptron classifier. In contrast, in H7, a two-layer perceptron is
employed as a head with a dropout of 0.2 before the last layer. Moreover, instead of
collecting the CLS slice or averaging by mean, all slices are concurrently processed
with a two-layer perceptron, and the resulting output is averaged along the temporal
dimension. Finally, a dropout of 0.2 is applied before the last layer.

4.4. Model Training

The training loop and evaluation presented above are implemented using custom
code with PyTorch. Additionally, for the encoder and the decoder, we used the timm
library [57] VIT model, adapting it to integrate different model designs as presented in
Appendix A, Figures A3 and A4. Finally, the data generator is implemented in PyTorch.
For each batch, the generator randomly selects a set of recordings, then samples 16 con-
secutive segments from each observation to construct each training batch along with its
corresponding annotation that are used for the second learning stage.

The pre-training is performed using two NVIDIA V100 GPUs, while the second-stage
learning is performed using a different GPU for evaluation (NVIDIA A100 80 GB). The
different hyperparameters are manually optimized.
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4.4.1. First-Stage Model Training

We set the minimal masking ratio to 75%. The embedding dimension is set to 192. We
set the patch size to 16 to reduce the temporal dimension to 512. Finally, for the masking
module, the number of splits is set using an incrementation counter modulo 64.

We train the model using AdamW with a learning rate initialized at 5.6 × 10−5. By
minimizing the mean-squared error of the initial and the reconstructed masked regions,
the two beta optimizer parameters (β1 and β2) are set to 0.9 and 0.95, respectively. Finally,
we set the weight decay to 0.05.

In addition, we use the learning rate scheduler defined below, which corresponds to a
cosine annealing schedule, with a linear warm-up phase starting from the first epoch until
epoch 200.

lr(epoch) = min
(

epoch + 1
200 + 1e − 8

, 0.5 · cos
(

epoch
2000

· π

)
+ 1

)
We use a batch size of 96, which corresponds to an effective batch size of 1536 segments.

Additionally, we train the model for 300 epochs, taking approximately 48 h, using one
GPU V100.

4.4.2. Second-Stage Model Training

To learn the classification task, we stack each of the different proposed head classifiers
on top of the learned encoder; then, we use transfer learning to adapt the resulting models
to downstream tasks. We experiment with two transfer learning techniques. In the first
approach, we freeze the encoder weights and train only the head classifier. In the second
approach, we fine-tune the encoder weights along with training the head classifier. Finally,
to evaluate our method, we perform a final training for each head classifier by training the
“en” model (encoder + head) using classical supervised learning, without pre-training.

Optimizer

We used the AdamW with default beta hyperparameters of (0.9,0.999) and the learning
rate scheduler defined below:

lr(epoch) = 0.5
(

cos
(

π · epoch
total_epoch

)
+ 1

)
All the different training settings in the three regimes are similar, except for the

optimization hyperparameters, namely the learning rate, the weight decay, and the model’s
weight state and initialization. The different parameters are summarized in Table A2 of
Appendix A.

Additionally, for the two transfer learning regimes, we experimented with a smaller
learning rate, lower than the final learning rate of the first stage. However, we found that
the resulting model performance was less optimal relative to when retraining with an initial
learning rate of 0.001.

Loss Function

Recall that our classification problem is a multi-annotation problem, where each
sample can have one or multiple positive classes. Thus, we consider learning a binary
classifier for each class by learning a per-class distribution. To mitigate dataset imbalance,
we use focal loss optimization and per-sample loss weighting based on class weight, with
binary focal losses independently optimized for each class using a gamma value of 3. We
experiment with both binary cross-entropy and focal loss. We observe that substituting
focal loss with binary cross-entropy results in a decrease in generalization ability within the
positive classes, consistently for all the methods and for all the head classifiers. Therefore,
we consider using focal loss for all downstream experiments. Additionally, to achieve class
balancing, we perform class balancing by setting the focal loss alpha hyperparameters for
each class. The different alpha parameters are summarized in Table A3. Note that the
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different parameters are set by monitoring the loss stability within each class on the first
four epochs and can be further optimized.

Additional Training Setting

Note that when training the head H0 using a frozen encoder weight, which is known
as linear probing in the literature, we follow the training setup as outlined in [29,41], by
disabling weight decay, and normalizing the model output using batch normalization
without learning parameters, followed by a linear layer.

We use a batch size of 64. Note that each sample contains 16 segments of length 512
each, corresponding to an effective batch size of 1024 segments. We train the model for 100
epochs with a warm-up of 10 epochs.

Early Stopping

Additionally, we employ the early stopping callback set for 10 epochs. Each class
demonstrates different convergence speeds, prompting us to strike a balance by focusing
on the most representative class in terms of samples across the four datasets. For instance,
our primary aim is to enhance the screening of scholarly disorders.

Through experimentation, we discovered that setting the early stopping based on the
global F1 score leads to situations where the overall unweighted performance appears good,
yet certain classes exhibit low performance. Consequently, we established the criterion
solely on the macro F1 of three classes to ensure high performance within those three,
which are also the most representative in our dataset: classes 0, 1, and 4, corresponding to
scholarly disorders (dyslexia, reading disorder, attention deficit).

Another consideration is using the weighted global F1 to account for the number of
instances in each class. However, such an approach would result in different criteria per
method, rendering the final results incomparable across the various datasets.

4.4.3. Model Evaluation

To evaluate the generalization ability of our proposed architectures, we consider the
macro F1 score for each class. Additionally, we consider aggregating the different per-class
F1 scores into global metrics. The different metric definitions are presented in ascending
order, with each high-level metric using the metric scores of the lower level to aggregate
different scores:

• Per-class Micro F1: The positive micro F1 is defined by the harmonic mean of precision
and recall, 2 · p·r

p+r . When computing the positive micro F1 score, the precision and
recall of the positive class are used. Similarly, for the negative F1 score, the precision
and recall of the negative class are used.

• Adding additional attention blocks: Per-class Macro F1 score: This corresponds to
the unweighted mean of the positive and negative micro F1 scores for a correspond-
ing class.

• Global F1 score: This corresponds to the mean of the macro F1 scores within each
class. Similarly, we define the global positive F1 score and the global negative F1
score, which are computed using the per-class positive F1 score and the negative F1
score, respectively.

4.4.4. Additional Baseline

In addition to the supervised learning paradigm, we compare our proposed method
with two additional unsupervised learning techniques that have been previously explored
for eye movement analysis: CLRGaze [21] and Gazemae [19]. Both baselines are first
pre-trained on our pretext dataset and then fine-tuned on our different datasets.

• Gazemae: We employ the method presented in [19], which involves training a tempo-
ral convolutional autoencoder using the variational autoencoder (VAE) approach.
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• CLRGaze: We utilize the encoder training method proposed in [21], which extends
the SIMCLR approach to eye movement time series.

Finally, the two baselines applied their methods to a temporal convolutional network
(TCN). For a fair comparison, we substitute the TCN used in the two baselines with our
VIT autoencoder for Gazemae, and the VIT encoder only for CLRGaze.

5. Results

We assess the relevance of the learned encoder representation on the multi-annotation
classification task, using the annotated Ora dataset. We first, provide a qualitative estima-
tion of the model performance on the pretext task; then, we present the quantitative result
on the downstream task.

5.1. A Qualitative Overview of the Model Performance on the Pretext Task

In Appendix A, Figure A5, we present an overview of the performance of the au-
toencoder in terms of the ability to reconstruct the signal, evaluated on the test set. The
first column corresponds to the initial signal, the second column corresponds to the noise-
injected signal, the third column corresponds to the target signal masked, the fourth column
corresponds to the masked eye movement signal, and the final column corresponds to
the reconstructed signal. Additionally, the even rows (in red) correspond to the position
conjugate signal within the X-axis, corresponding to the mean values of the eye within the
same axis, while the odd rows (in red) correspond to the disconjugate signal (the difference
between the two eyes). Furthermore, the first four rows correspond to samples where easy
masking with hard noise injection is applied, while on the other hand, the last four rows
correspond to cases where the masking is hard but the injected noise is relatively low.

5.2. A Comparison with the Existing Literature

Table 1 presents the different methods’ performances in terms of global macro F1
score, as well as positive and negative global F1 scores, when training on the four datasets.
Overall, the model performances are higher in the non-reduced datasets relative to the
reduced variants for each of the two visual tasks (saccade and vergence).

Table 1. Presentation of the global macro, positive (Pos.), and negative (Neg.) F1 scores on the
different downstream experiments, applied to the reduced saccade dataset.

Vergence Red. Vergence Saccade Red. Saccade

Method Neg. Macro Pos. Neg. Macro Pos. Neg. Macro Pos. Neg. Macro Pos.
F1 F1 F1 F1 F1 F1 F1 F1 F1 F1 F1 F1

Fine-tuning

GazeMAE 77.5 52.3 27.1 71.6 47.9 24.2 82.0 54.4 26.7 76.6 51.9 27.2
CLRGaze 78.6 52.7 26.7 73.6 51.2 28.7 81.1 54.2 27.2 76.1 51.8 27.6

ORA-MAE 84.4 60.5 36.5 82.2 53.5 24.9 84.4 60.9 37.3 78 51.5 25

Encoder
freezing

GazeMAE 78.9 43.6 8.4 75.6 41.7 7.9 59.9 40.5 21.1 65.4 41.6 17.7
CLRGaze 75.3 51.2 26.9 63.6 45.7 27.9 71.9 49.5 26.9 62.1 45.1 28.2

ORA-MAE 83.5 59.3 35 77.1 51.9 26.7 83.1 60.4 37.7 78.2 51.1 24
Linear probing 66.8 47.4 27.9 71 49.8 28.7 68.1 48.6 29.2 67.2 46.9 26.7

Sup. Learning 82.5 58.2 34 80.4 52.9 25.5 83.3 59.8 36.4 80.3 51.9 23.4

Additionally, the fine-tuning transfer learning method consistently shows better perfor-
mance relative to the encoder freezing method across different datasets, with improvements
of 1.2, 1.6, 0.5, and 0.4 points on each of the four datasets, respectively. Notably, the differ-
ence in performance is amplified for the GazeMAE, with improvements of 8.7, 6.2, 13.9,
and 10.3 points for the four datasets, respectively.

For instance, ORA-MAE exhibits the best performance on all datasets except for
the reduced saccade dataset, achieving global F1 scores of 60.5% and 60.9% on the two
unreduced datasets (saccade and vergence), and 53.5% and 51.9% on the two reduced
datasets. Additionally, relative to the supervised learning baseline, SSL improves the global
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F1 score by 2.3 and 1.1 points on the two unreduced datasets (saccade and vergence), and
by 0.4 points on the reduced vergence dataset. However, on the reduced saccade dataset,
the performance difference is not consistent; while it improves the global F1 score on the
vergence visual task, the performance on the reduced saccade dataset decreases by 0.4
points.

When considering the overall model performance in screening the positive class, the
best performance is achieved by GazeCLR on the reduced variant of both the saccade
(28.2%) and vergence (28.7%) datasets. On the other hand, when considering the non-
reduced variant, ORA-MAE achieves the best performance (37.7% and 36.5%). Finally,
when considering the performance in screening the negative class, the best performance
is consistently achieved with our method across all datasets except the reduced dataset,
where the classic supervised learning-based method achieves the best performance (80.3%).

5.3. Improving Classification Performance Using Different Head Architecture

To improve the generalization performance on the downstream task, we substitute
our initial head classifier (H1) with the remaining other presented heads, and performed
the training of the two transfer learning methods, as well as their corresponding baseline
trained using supervised learning framework. First, we present the overall performance
across each of the three explored learning methods. Further, we present the overall per-
formance of each head separately, with a focus on the different global F1 scores for each
head and for each of the four datasets separately. Finally, we provide in the appendix
the per-class macro F1 score upon which the global F1 scores are computed for each
presented experiments.

5.3.1. An Overview of the Global Performance of Different Heads

Before analyzing each head classifier separately, we provide, in Table 2, a summary of
the overall head performance for each of the three training regimes and each of the four
datasets. This summary includes the mean, standard deviation, minimum and maximum
values, and the coefficient of variability and the gain, which will be further analyzed in the
discussion section.

Table 2. Summary of the mean, standard deviation, coefficient of variability, minimum and maximum
values, and the gain relative to the initial head classifier’s F1 score across the 7 experimented head
classifiers for each of the three methods and each of the four experimental datasets.

Sac. Verg. Red. Sac. Red. verg.

Model Fine Freez. Sup. Fine Freez. Sup. Fine Freez. Sup. Fine Freez Sup.
-Tuning Learn. -Tuning Learn. -Tuning Learning -Tuning Learn.

mean 60.8 60.25 59.39 60.1 59.93 58.87 52.91 52.61 51.44 54.2 52.81 52
std 0.45 0.787 0.75 0.35 0.85 0.55 0.67 1.08 0.59 0.97 1.57 0.53

coef var 0.007 0.013 0.018 0.006 0.014 0.01 0.012 0.02 0.01 0.017 0.029 0.01
min 59.9 58.4 58 59.6 58.5 58.2 51.5 51.1 50.7 52.6 50.4 51.1
max 61.3 61 60.2 60.5 61.5 59.8 53.9 53.8 52.4 55.7 55.5 52.9
gain 0.4 0.6 0.4 0 1.2 0.6 2.4 2.7 0.5 2.2 3.6 0

Overall, within the four datasets, the fine-tuning regime achieves the highest score in
terms of average performance, with a global F1 score of 60.8%, and the lowest variability.
Moreover, the level of variability is consistent across the four datasets, with the fine-
tuning approach exhibiting the lowest variability while experimenting with the different
datasets, whereas the second transfer learning method (freezing) exhibits the highest
variability, suggesting the importance and relevance of exploring different head designs for
this method.

Finally, considering the maximum achieved global F1 score on the vergence dataset,
the freezing strategy achieves the best score of 61.5%, with a 1-point improvement relative
to the fine-tuning approach. On the remaining datasets, the difference in terms of maximum
score between the two transfer learning methods is less than 0.2, with maximal F1 scores
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of up to 61.3%, 53.9%, and 55.7% on the saccade dataset, and the reduced saccade and
vergence datasets, respectively.

5.3.2. Reduced Datasets

Tables 3 and 4 present the global macro F1 score, as well as the positive and negative
global micro F1 when trained and evaluated using the reduced variant of the saccade and
the vergence datasets, respectively.

Table 3. Presentation of the global macro, positive and negative F1 scores on the different downstream
experiments applied to the reduced saccade dataset.

Fine-tuning Freezing Sup. Learning

Head Neg. Macro Pos. Neg. Macro Pos. Neg. Macro Pos.
F1 F1 F1 F1 F1 F1 F1 F1 F1

1 78 51.5 25 78.2 51.1 24 80.3 51.9 23.4
2 81 53.1 25.3 80.6 52.7 24.8 80.2 52.4 24.6
3 77.9 52.9 28 81.1 53.6 26.1 79.5 50.8 22.1
4 82.2 53.2 24.1 81.6 53.7 25.8 80.1 51.2 22.2
5 81.3 53.1 24.8 81.6 52.3 23 80.2 51.9 23.5
6 82.7 53.9 25 78.8 51.1 23.3 81.6 51.2 20.9
7 81.8 52.7 23.5 81.9 53.8 25.7 80.5 50.7 21

Table 4. Presentation of the global macro, positive and negative F1 scores on the different downstream
experiments applied to the reduced vergence dataset.

Fine-tuning Freezing Sup. Learning

Head Neg. Macro Pos. Neg. Macro Pos. Neg. Macro Pos.
F1 F1 F1 F1 F1 F1 F1 F1 F1

1 82.2 53.5 24.9 77.1 51.9 26.7 80.4 52.9 25.5
2 82.5 54.5 26.6 80.6 52.3 23.9 78.1 51.1 24
3 83.2 55.2 27.3 77.7 52.4 27.1 78.1 51.5 24.9
4 81.4 54.2 27 80.8 52.7 24.6 80.5 52.3 24.1
5 82.3 55.7 29 80.3 55.5 30.8 79.1 52.2 25.3
6 82.4 53.3 24.1 79.1 50.4 21.6 80.9 52 23.2
7 78.8 52.6 26.4 81.7 54.5 27.4 79 52 24.9

Overall the, the best performances, in terms of global F1 score, are achieved when
fine-tuning the trained encoder using H5 and H6 on the reduced vergence and saccade
datasets, respectively (55.7 % and 53.9%). Moreover, in the two datasets, when increasing
the head classifier complexity, SSL shows the best performance, relative to the baseline
with an improvement up to 2.8 and 1.5 points in the reduced variant of the vergence and
the saccade datasets, respectively.

Additionally, H5 shows the best performance trade-off when performing fine-tuning
in the two datasets. On the other hand, the performance of the encoder freezing strategy on
the two datasets are optimal when using H7 (55.5% and 53.8%). Finally, increasing the com-
plexity of the different head does not improve the performance. Only H2 performs better
than 23.4% in the saccade visual task, corresponding to the H1 variant when incorporating
the normalization statistics.

When considering the global ability to screen the positive class, H3 shows the best
performance on the two transfer learning methods on the saccade dataset ( 28% and
26%), while on the vergence dataset, flattening the entire encoder feature map further
improves the performance (29% and 30.8 %). Finally, in Appendix A, Tables A6 and A7, we
present the per-class performance in terms of the F1 macro score when evaluated on the
vergence dataset.
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5.3.3. Non-Reduced Datasets

Tables 5 and 6 present the macro F1 metrics for each of the seven head classifiers and
each of the three training regimes when trained on the saccade and vergence datasets. Addi-
tionally, for each dataset and each of the seven experimented heads, two proposed transfer
learning methods outperform the supervised learning methods in terms of the global macro
F1 score, corresponding to the mean of the macro F1 score within the different classes.

Table 5. Presentation of the global macro, positive, and negative F1 scores on the different downstream
experiments applied to the saccade dataset.

Fine-tuning Freezing Sup. Learning

Head Neg. Macro Pos. Neg. Macro Pos. Neg. Macro Pos.
F1 F1 F1 F1 F1 F1 F1 F1 F1

1 84.4 60.9 37.3 83.1 60.4 37.7 83.3 59.8 36.4
2 84.7 61.2 37.6 84 60.5 37 83.2 58.9 34.6
3 82.7 59.9 37.2 84.5 60.7 36.9 83.3 59.7 36.1
4 84.4 61 37.5 84.1 60.5 36.9 83 58.9 34.8
5 84.7 61.3 37.8 84.6 60.3 36 83.5 60.2 36.9
6 85.4 61 36.6 83.1 58.4 33.8 83.7 58 32.4
7 83.4 60.5 37.5 85.1 61 36.8 83.9 60.2 36.5

Table 6. Presentation of the global macro, positive, and negative F1 scores on the different downstream
experiments when trained on the vergence dataset. For each regime, the best metrics score is
highlighted in bold.

Fine-tuning Freezing Sup. Learning

Head Neg. Macro Pos. Neg. Macro Pos. Neg. Macro Pos.
F1 F1 F1 F1 F1 F1 F1 F1 F1

1 84.4 60.5 36.5 83.5 59.3 35 82.5 58.2 34
2 84.7 60.2 35.8 83.9 60.2 36.4 82.6 58.5 34.4
3 83.6 59.6 35.6 84.6 60.1 35.7 82.6 58.5 34.4
4 83.7 59.7 35.7 84.4 59.9 35.4 84.2 59.8 35.4
5 83.6 59.7 35.7 84.5 60 35.5 82.6 59.4 36.1
6 86 60.2 34.4 83.4 58.5 33.5 85.2 58.5 31.7
7 84.3 60.5 36.6 85.9 61.5 37.1 84 59.2 34.5

When considering the vergence dataset, H7 achieves the highest scores in terms of
global F1 (61.5%), positive F1 (37.1%), and negative F1 (85.9%) when trained using the
freezing encoder strategy. On the other hand, when considering the saccade dataset, the
same method also achieves the highest macro F1 score (61%), while H5, when trained using
fine-tuning, achieves a slightly higher performance by 0.3 points. It also achieves the best
score in terms of the global positive F1 score (37.8%).

Additionally, when considering the head performance on each learning method, H7
achieves the best overall performance on the two datasets (61.5% and 61.0%). However,
when trained using the fine-tuning regime, both H7 and H5 achieve the best trade-off
within the two datasets. When training H5, we achieve macro F1 scores of 61.3% and 59.7%
on the saccade and vergence datasets, respectively, while using H7, we achieve 60.5% on
both datasets.

Finally, in Appendix A, Tables A6 and A7, we present the per-class macro F1 score for
the two corresponding datasets.

5.3.4. Analyzing the Optimized Overall Method Performance

To assess the importance of head optimization, we present in Figure 2 a barplot
illustrating the best head performance of each of the four learning methods: the fine-tuning
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approach, supervised learning, and the freezing of the encoder strategy, including the linear
probing variant.

While H0 exhibits poor results relative to the supervised learning baseline, showing a
decrease of 11.6 and 5.5 points in the two saccade dataset variants, and 2.4 and 3.1 in the
two vergence variants, performing head-based optimization enables the freezing-based
method to outperform the same baseline, with improvements of 0.8 and 1.4 points in the
saccade variants, and 1.7 and 2.6 points in the two vergence variants.

Figure 2. A barplot depicting the performance of the best model variant for each of the four datasets.

For instance, H7, when trained using the freezing of the encoder strategies, consistently
achieves the best performance across all datasets, except for the reduced vergence dataset,
where it attains the second-best performance. This allows the encoder–freezing-based
transfer learning method to achieve the highest performance, with a global macro F1 score
of 61.5%. This corresponds to macro F1 scores of 64.7%, 66.1%, and 61.1% on our main
target classes (0, 1, and 4), namely dyslexia, reading disorder, and attention deficit, thereby
enabling the use of AI for screening scholar disorders to prevent academic failure.

6. Discussion
6.1. Analyzing Performance Gains through Head Classifier Design Optimization

The different heads are trained and evaluated on four different datasets. Therefore,
directly comparing them is not appropriate due to the presence of several biases, including
the task complexity as well as the sample size. As a result, we are interested in comparing
their gains, defined as the difference in terms of global F1 score between each best head
score and the corresponding baseline head (H1). Then, we explore the impact of optimizing
the head classifier in terms of the obtained gain.

Initially, using Table 2, we compare the gain obtained across the three regimes. Then,
we investigate the high variability under the freezing transfer learning regime. Finally,
we analyze the effect of sample size by comparing, for each of the two visual tasks and
each of the two transfer learning methods, their corresponding gains on both the large
(non-reduced) and the small (reduced) datasets.
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6.1.1. A Comparison of the Performance Gains Within Different Training Methods

When analyzing the gains of each of the two transfer learning regimes on the reduced
and non-reduced datasets, the gain in the reduced dataset is higher (2.4, 2.7, 2.2, and
3.6 points), relative to the non-reduced dataset (0.4, 0.6, 0, and 1.2 points).

For each of the four datasets, when comparing the difference in gain between the two
transfer learning regimes, we observe a mean difference of 0.3 on the two non-saccade
datasets (0.2 and 0.4) and a mean difference of 1.3 points on the two vergence datasets
(1.2 and 1.4), where the learning task is more complex due to the nature of the vergence
eye movement.

This can be attributed to the nature of the two transfer learning algorithms and the
complexity of the downstream task. While the fine-tuning regime allows for optimizing
the model weights on the second task, thus making the head design optional, the freezing
regime relies heavily on the complexity of the head classifier to learn the downstream task
using the learned representation.

On the other hand, in supervised learning scenarios, the observed gains are relatively
modest (less than 0.6 in loss). In this regime, where the entire network undergoes training,
the addition of a complex head classifier atop corresponds to simply stacking additional
layers, thus resulting in only marginal increases in model expressivity. We hypothesize that
the marginal increase is mainly attributed to the incorporated normalization statistics.

6.1.2. On the Importance of Exploring Various Head Classifier Designs When Freezing
the Encoder

When examining the variability of global F1 scores across the different head classifiers
on each of the four datasets, our analysis reveals a notable increase in the coefficient of
variability within the freezing regime compared to the fine-tuning regime, by a factor of 1.89.
This heightened sensitivity to classifier design variations can be attributed to disparities in
model expressivity among different heads.

In the fine-tuning regime, model expressivity is predominantly influenced by the
trainable encoder’s capacity. However, in the freezing regime, where the entire encoder
weights are fixed, the model’s expressivity in learning classification from a pre-learned
representation is solely dependent on the corresponding trainable head’s expressivity.

As result, in the second transfer learning method, which involves freezing the encoder,
the best performance is obtained with the biggest head in terms of model expressivity (H7).

This phenomenon becomes more pronounced when increasing the complexity of the
downstream task. For instance, when freezing the encoder, the performance gain is more
significant in the vergence visual task compared to the saccade visual task, evident in both
the non-reduced (0.6 vs. 1.2 points) and reduced datasets (2.7 vs. 3.6 points).

6.1.3. Effect of Sample Size on Representation Relevance

For each dataset and transfer learning scenario, when comparing the difference in
gains between the reduced and non-reduced variants, we consistently observe a difference
greater than 2 points. Specifically, we note differences of 2.0 and 2.1 points for the saccade
visual task, and 2.2 and 2.4 points for the vergence dataset. This suggests that the signifi-
cance of enhancing the head classifier complexity, in terms of global F1 score, is inversely
proportional to the sample size.

Thus, increasing the dataset size enriches the learned representation, rendering addi-
tional layers (i.e., head classifiers) relatively unnecessary during retraining. Conversely, for
small datasets, augmenting the head classifier complexity during downstream task learning
enhances generalization ability. For instance, when considering the method showing the
best overall performance, namely the fine-tuning regime, we observe relatively low gains
of 0.4 and 0 in the two non-reduced datasets. However, when training on the two reduced
datasets using the same setting, gains of 2.4 and 2.2 are achieved.
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6.2. Comparing SSL and SL Algorithms under Different Settings

Comparing the difference in the model performance, when training using
self-supervised learning (SSL) with fine-tuning and supervised learning (SL), the difference
in global F1 score increases in the reduced dataset: from 1.1 points to 1.5 points in the sac-
cade dataset, and from 0.4 to 3.8 points in the vergence dataset. This confirms the potential
of the SSL algorithm when facing a small-sized dataset. Additionally, when comparing the
same difference in the saccade dataset vs. vergence dataset, which is more complex, we
observe that the same difference increases by increasing the task complexity. For instance,
the difference of the performance, in terms of global macro F1 score, increases from 1.5
(saccade) to 3.8 (vergence) points in the reduced datasets. Finally, when considering
the reduced vergence dataset, the difference in the performance of the two frameworks,
and in the saccade dataset vs. reduced vergence dataset, we observe that the difference
becomes higher due to the presence of the two factors discussed above (increasing the task
complexity and reducing the training set size).

6.3. Additional Design Choice
6.3.1. Architecture Building Block Choice

Traditionally, CNNs have shown great performance compared to Transformer-based
architectures on small datasets, attributed to implicit regularization such as weight sharing.
However, applying the MAE algorithm directly to CNNs has several limitations that are
not evident when incorporating it to build a CNN autoencoder for the MAE task [29].
For instance, ref. [58] investigated solving the distribution shift problem by using sparse
convolution. On the other hand, RNNs have been used for seq2seq modeling before
Transformers [59].

Ref. [30], on the other hand, explored building the autoencoder using an RNN architec-
ture. While the model achieves promising results on the different evaluated datasets, when
varying the input size of the encoder from 336 to 1440 on the ETTh2 dataset, the model’s
mean-squared error (MSE) is correlated with the encoder input information (input size).

For example, with our input size of 8192, which is due to our sample length, RNNs
may not be suited as they suffer from the information bottleneck issue [60]. Instead, we
use Transformer architecture, which shows better performance on long-length input in
seq2seq models [61] by allowing the model to focus on different parts of the input instead
of having fixed-size context vectors. As a result, we build our encoder and decoder using
Vanilla Transformer.

6.3.2. Combining the Masking and Denoising Pretext Task

While the masking-based algorithm can be regarded as an extreme case of the denois-
ing algorithm, with generated noise that makes the signal constant within time (hence,
masked), the two tasks aim to learn different objectives.

For instance, as opposed to the masking algorithm, where the masked zones are
ignored by the encoder, the objective is to reconstruct them using the unmasked zone.
In the denoising algorithm, the objective is to extract the information from the noisy or
corrupted signal.

However, the noise in our signal is very high due to the noise inherent from the
eye-tracking system. As a result, we consider training the model to denoise the signal. On
the other hand, masking autoencoders are more suited for attention-based architecture
and have been used in the literature recently, showing better performance when used as a
pretext task for SSL.

In our approach, we considered the masking heuristic for performance and the denois-
ing heuristic because it is a realistic task and required for the model to correctly perform the
downstream classification. As a result, it is not only a pretext task but can also be regarded
as a preliminary task for classification.
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6.3.3. Passing the Target Signal to the Decoder

Adding the target signal to the decoder: Our choice to perform this is motivated by
the fact that this information is never deteriorated, as opposed to eye movement time
series, whose accuracy is mainly influenced by the accuracy of the eye-tracking system.
As a result, our approach aims to encourage the model to reconstruct the inaccurate eye
movement region by observing the accurate region and the target signal, which encodes
the stimulus state.

6.3.4. Using High Sample Signal Frequency

Our time series recordings are registered with a frequency of 200 Hz. As a result, a
2-minute eye movement recording corresponds to a multivariate time series of 24,000 points.
In order to mitigate the long sample length problem, a different approach would be to
downsample each recording to 60 Hz, for example, before processing. However, in our
approach, we aim to study eye movement at a low level, providing the model with the
ability to analyze each saccadic movement.

The average duration of a saccadic movement is between 20 ms and 40 ms, which
corresponds to lengths between 4 and 8 points. As a result, decreasing the frequency further
could compromise the model’s ability to capture such patterns.

7. Limitations and Future Directions
7.1. Cross-Validation Evaluation

This study represents a preliminary exploration into various settings for each of the
two learning stages. Due to computational constraints, we were only able to perform each
training once. However, a promising avenue for future research involves employing multi-
fold cross-validation with the best settings identified in this study. This approach would
help mitigate the variability in performance estimation, thereby enhancing the reliability of
the reported results.

7.2. Comparing the Reduced and Non-Reduced Datasets

The performance on the two variants (reduced and non-reduced) is different and
consistent across the saccade and the vergence datasets. For the saccade dataset, this
difference can be attributed to the reduction in sample size, as presented in Appendix A,
Table A1. Another possible risk, which may contribute to amplifying this difference, is
the presence of a subset of shared unlabeled data to be used in the pretext task and for
evaluating the downstream task.

We hypothesize that the difference in performance is attributed to the differences
in sample size rather than the risk of information leak, because, while the supervised
learning-based training is not concerned with this limitation (risk of leak), the difference in
performance (non-reduced vs. reduced) is also present in supervised learning models (red),
as depicted in Figure 2. Moreover, the difference is bigger relative to the SSL-based model
(7.8 and 7.1 points in the saccade and the vergence datasets, respectively). Meanwhile, a
future direction would be to eliminate this bias risk and perform the two-stage training to
perform all the experiments to confirm our hypothesis.

7.3. Conducting More In-Depth Evaluation

In this exploratory study, our objective is to explore different settings in preliminary
studies to optimize our algorithm’s components. Due to the high number of experiments
conducted and the computational costs associated with each experiment, we conduct each
one only once. However, a future direction is to determine the optimal settings from this
exploration and conduct more in-depth experiments, including cross-validation, and adapt
our evaluation method to evaluate statistically the different findings and comparison.

At this stage, we propose a self-learning method tailored for stimulus-driven datasets.
This method focuses solely on eye movement data obtained during stimulus-driven tests,
where the information relative to the stimulus is encoded in a time series. Such a constraint
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aims to simplify our task’s complexity [12], thereby reducing the intricacy of the learning
process. Consequently, the generalizability of our findings to non-stimulus-driven datasets
remains unexplored.

7.4. Pretext Task Reconstruction

The results are very promising for the signal reconstruction task; the model was
able to remove noise corruption. Figure A5 in Appendix A presents an illustration of the
reconstructed signal. The model was evaluated only visually by inspecting its predictions
and comparing them to the baseline. The model achieved an MSE of 0.017; however, it is
difficult to interpret this score. A future direction would be to integrate this architecture
into the ideal preprocessing for the denoising task and as a backbone for the classification
task. Another important direction is to introduce the confidence level time series to the
model and update it according to the quantity of noise added.

7.5. Exploiting the First-Layer Decoders

Another important direction is exploring the incorporation of the first-layer decoders
within the final encoder architecture. For instance, the encoder embedding and the stimulus
target signal are combined at the decoder level, allowing the decoder to capture the relation-
ship between these two sources of information. By incorporating the first decoder layers,
we aim to integrate the knowledge learned from the pretext task into the analysis of eye
movement data relative to the target signal. Such a mechanism improves the generalization
performance on the downstream task. For example, our findings in the ablation study
published in [62] reveal that incorporating the REMOBI target signal improves the global
macro F1 score by an average of 2 points across the three folds.

7.6. Toward a Unified Meta Model

In contrast to the conventional practice of employing a distinct model for each study
and screening task, our objective is to establish a singular meta model trained on the
entirety of available annotated data. This approach not only facilitates an increase in model
complexity but also maximizes the data size accessible for training purposes. The unified
meta model serves as a comprehensive representation of the underlying patterns present in
the diverse datasets. In the proposed methodology, for each specific study, we leverage
the pre-trained meta model to derive a meaningful representation from the input space.
This process allows us to extract essential features and patterns encapsulated within the
vast and heterogeneous data. Subsequently, a secondary classifier is trained atop the meta
model’s output, specifically tailored to the target class distribution and eye movement
types relevant to the corresponding study.

By utilizing a pre-trained meta model, instead of the model learning a mapping
from the original input space of 8192, it focuses on the more condensed and informative
representation of size 512 generated by the meta model. we thus substantially reduce the
amount of data required for training the subsequent classifiers.

8. Conclusions

In this preliminary study, we introduce a novel self-supervised learning pretext task,
tailored to stimulus-driven eye movement data, coupled with a denoising task to enhance
resilience against simulated eye tracking errors.

The proposed pretext task aims to capture both the cognitive (brain) and the motor
(eye) aspects by reconstructing the eye movement position signal using up to 12.5% of
unmasked eye movement signal patches, along with the entire REMOBI target signal.
Consequently, the encoder learns a high-dimensional representation of a multivariate
time series of length 8192 points, corresponding to approximately 40 s, while the decoder
learns the reconstruction task, using the learned representation along with the REMOBI
target signal.
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In the subsequent learning phase (downstream task), we evaluate the learned encoder
representation on screening eight groups of pathological tasks, including dyslexia, reading
disorders, and attention deficit disorders, using various datasets, and compare our method
with two different SSL approaches as well as a supervised learning regime. Moreover, we
conduct an exploratory analysis employing various head architectures and different transfer
learning techniques to optimize performance on the downstream task. Our approach
achieved macro F1 scores of 61.5% on the vergence dataset and 64.7%, 66.1%, and 61.1%
on dyslexia, reading disorders, and attention deficit disorders, respectively. These results
highlight the potential of self-learning algorithms in facilitating the screening process for a
spectrum of pathologies, paving the way for further advancements in this field.
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Appendix A

Figure A1. An overview of the left and right position signals during the saccade (right columns)
and vergence (left columns) tests. The first and second rows correspond to the left eye and right eye
position signals, respectively. Additionally, the last two rows correspond to the disconjugate and
conjugate signals. Note that the conjugate signal allows for better analysis of the saccade recording,
while the disconjugate signal facilitates better analysis of the vergence recording.

Figure A2. Visual task distribution pie chart for the different eye movement recording types on Ora-M.
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Table A1. Train and test sets’ per-class counts for each dataset of the four datasets, used for the
downstream task.

Saccade Vergence

Reduced Non-Reduced Reduced Non-Reduced

Class Train Test Train Test Train Test Train Test

0 5302 9170 17,458 33,090 4830 9076 16,714 33,676
1 3970 12,898 24,180 46,864 6696 13,136 24,714 47,998
2 7552 2832 5612 12,056 3622 2750 5616 12,088
3 4162 3212 6572 14,022 2960 3358 6134 13,734
4 5200 12,132 22,606 43,520 4496 11,840 21,066 42,862
5 2904 4752 7956 17,974 2212 5712 12,200 18,730
6 5156 7570 14,280 28,826 2552 6708 12,258 25,158
7 1802 1784 3490 7,178 1616 2812 4958 10,728

Figure A3. An overview of the proposed architecture; note that the decoder takes as input the encoder
embedding as well as the REMOBI target signal.
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Figure A4. An overview of the 8 explored head classifiers for the downstream task. For simplicity,
we omit the activation layers, dropout layer, as well as the layers expanding the normalization
features’ dimensional tensors to have a compatible shape with the output feature map. The flattening
layer reduces the temporal dimension. For the Transformer block (Block), we use the timm library
implementation. Furthermore, block-LN corresponds to the block implementation followed by a
LayerNorm layer.
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Figure A5. Overview of autoencoder performance in signal reconstruction. Columns represent
(1) initial signal, (2) noise-injected signal, (3) target signal masked, (4) masked eye movement signal,
and (5) reconstructed signal. Even rows (in red) show the position of conjugate signals within the
X-axis, corresponding to mean eye values, while odd rows (in red) display disconjugate signals (the
difference between the eyes). The first four rows depict samples with easy masking and hard noise
injection, while the last four rows illustrate cases with hard masking and relatively low noise injection.

Table A2. Second-stage optimization settings.

Training Type Initial Learning Rate Weight Decay Initialization Encoder Weights

Freezing 0.001 0 Pretext Weight Frozen
Fine-tuning 1 × 10−4 0.2 × 10−5 Pretext Weight Trainable

Sup. Learning 1 × 10−4 0.2 × 10−5 Random Trainable

Table A3. Alpha (class balancing) parameters on the focal loss for non-reduced and reduced values.
Note that the different hyperparameters are shared across the two visual tasks.

Non-Reduced Reduced

Class 0 0.73 0.8
Class 1 0.61 0.8
Class 2 0.9 0.8
Class 3 0.88 0.8
Class 4 0.67 0.8
Class 5 0.83 0.8
Class 6 0.81 0.8
Class 7 0.31 0.2
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Table A4. Per-class sample macro F1 scores for each downstream method when training the vergence
dataset. The best metrics for each head classifier are highlighted in bold. Note that Head0 corresponds
to the linear probing method.

Technique Head Class 0 Class 1 Class 2 Class 3 Class 4 Class 5 Class 6 Class 7

Fine-tuning

1 60.5 64.9 54.1 53.1 61.0 63.0 59.8 67.4
2 61.4 63.6 56.2 53.1 59.0 61.9 59.8 67.0
3 62.2 66.6 56.0 49.0 60.1 60.7 58.0 64.2
4 61.6 64.9 54.9 50.6 59.6 61.1 59.9 65.0
5 64.0 66.0 55.4 50.6 58.3 60.3 55.4 67.3
6 63.9 65.2 54.2 51.3 58.7 59.8 59.6 69.1
7 61.9 65.6 56.2 50.6 59.2 62.3 62.0 66.0

Freezing

0 52.6 53.6 47.1 40.5 47.0 50.5 41.9 45.8
1 61.0 63.7 57.0 51.2 57.4 63.3 58.9 61.7
2 62.3 64.8 56.5 52.3 58.2 60.6 58.9 68.0
3 62.1 63.6 55.3 52.4 59.3 62.4 57.5 68.5
4 61.4 64.1 54.4 51.0 59.7 63.0 58.5 67.0
5 61.7 63.0 56.3 51.7 58.2 62.4 58.0 68.7
6 58.9 61.5 53.5 50.9 57.0 59.5 57.7 68.7
7 64.7 66.1 56.6 53.5 61.1 63.4 58.2 68.4

Sup.
Learning

1 59.8 61.9 53.1 50.0 57.5 60.7 57.7 65.1
2 59.7 63.1 53.5 51.1 56.0 60.0 57.9 66.9
3 60.4 61.7 54.3 50.7 55.8 60.9 56.8 67.2
4 62.2 63.4 55.4 52.7 57.7 61.5 58.5 66.9
5 60.0 62.9 55.2 51.0 57.3 62.7 58.2 67.8
6 59.3 62.4 53.1 49.7 57.3 60.7 57.9 67.5
7 59.6 63.8 55.8 51.8 58.1 61.0 58.3 65.3

Table A5. Per-class sample macro F1 scores for each downstream method when training the saccade
dataset. The best metrics for each head classifier are highlighted in bold. Note that Head0 corresponds
to the linear probing method.

Technique Head Class 0 Class 1 Class 2 Class 3 Class 4 Class 5 Class 6 Class 7

Fine-tuning

1 64.6 64.8 57.3 54.4 60.2 63.3 61.2 61.3
2 63.9 65.6 57.5 56.3 60.2 63.2 61.7 60.9
3 64.3 64.4 56.6 53.9 59.2 63.0 58.5 59.6
4 64.5 65.9 57.5 55.0 60.5 64.2 59.9 60.2
5 64.6 65.2 56.3 56.0 61.5 64.3 61.1 61.3
6 64.1 66.0 56.6 55.0 59.3 65.3 61.2 60.7
7 64.9 63.6 56.2 54.4 59.9 64.0 61.0 59.9

Freezing

0 48.9 53.5 50.5 43.8 46.0 53.1 44.8 48.5
1 64.3 63.5 58.4 54.8 58.4 62.4 60.8 60.5
2 62.4 63.4 58.9 55.6 58.8 64.9 60.8 59.0
3 63.2 65.0 56.9 56.3 60.1 63.4 61.2 59.4
4 61.4 61.8 57.2 56.2 60.0 67.1 59.1 61.2
5 63.5 63.7 56.2 53.6 57.9 65.5 61.9 60.3
6 59.5 59.9 55.9 53.2 57.0 62.0 59.1 61.0
7 62.8 64.4 57.7 54.3 60.7 67.6 60.7 59.7

Sup.
Learning

1 62.9 62.2 57.8 55.5 56.8 62.7 59.4 61.5
2 61.8 61.8 56.0 53.9 57.0 61.1 60.0 59.5
3 63.5 63.0 57.2 53.8 58.1 61.6 60.9 59.4
4 61.9 62.5 56.8 54.2 55.5 62.7 59.3 58.2
5 63.6 61.8 56.8 53.1 59.8 64.0 60.5 62.1
6 61.1 59.2 56.1 53.1 56.4 59.7 57.9 60.6
7 63.6 65.0 57.1 54.9 57.6 61.7 59.5 62.1
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Table A6. Per-class sample macro F1 scores for each downstream method when training the reduced
vergence dataset. The best metrics for each head classifier are highlighted in bold. Note that Head0
corresponds to the linear probing method.

Technique Head Class 0 Class 1 Class 2 Class 3 Class 4 Class 5 Class 6 Class 7

Fine-tuning

1 59.6 61.4 45.7 52.6 51.5 51.1 54.3 52.3
2 57.3 62.6 47.0 55.3 58.3 56.5 52.3 46.8
3 61.9 67.0 52.3 50.6 54.6 54.3 52.4 48.9
4 55.7 62.8 48.8 52.2 56.2 52.2 53.5 52.2
5 58.6 62.8 57.1 54.1 59.7 53.2 52.6 47.1
6 57.8 62.1 45.0 52.9 54.3 57.1 49.0 47.9
7 55.5 61.7 46.8 52.3 53.5 54.2 48.8 48.1

Freezing

0 55.7 56.7 49.1 46.7 46.3 50.7 42.4 51.2
1 60.5 61.0 49.0 48.7 49.8 52.1 46.6 47.5
2 59.7 61.2 48.2 47.8 47.0 52.7 54.0 47.5
3 58.6 59.4 57.7 49.5 49.1 49.1 48.3 47.5
4 57.3 59.0 52.6 48.8 54.2 51.4 51.4 47.0
5 60.5 63.9 58.6 49.6 53.1 51.5 53.6 53.5
6 57.0 54.5 49.8 47.2 49.5 46.8 50.5 47.5
7 60.8 64.1 51.0 51.2 56.1 50.0 53.8 49.3

Sup.
Learning

1 57.1 56.4 49.5 48.9 51.2 52.7 54.0 53.7
2 55.2 58.7 48.9 51.1 47.1 49.6 45.6 52.4
3 56.9 58.9 52.5 49.6 47.8 51.0 47.9 47.4
4 57.3 58.7 53.1 51.2 48.7 54.6 47.1 47.6
5 59.2 58.9 53.2 50.1 47.1 54.3 47.3 47.7
6 53.7 56.0 47.0 51.3 50.2 56.0 55.6 46.6
7 53.2 56.6 51.7 53.6 50.6 49.5 52.6 47.9

Table A7. Per-class sample macro F1 scores for each downstream method when training the reduced
saccade dataset. The best metrics for each head classifier are highlighted in bold. Note that Head0
corresponds to the linear probing method.

Technique Head Class 0 Class 1 Class 2 Class 3 Class 4 Class 5 Class 6 Class 7

Fine-tuning

1 56.4 55.7 49.8 48.5 49.3 52.7 47.7 51.7
2 56.8 60.6 50 50.2 55.1 52.6 51.8 48
3 55.4 57.6 59.1 47.6 50.9 54.5 46 52.4
4 58.2 60.7 53.3 50.2 52.3 54.1 49.4 47
5 52.5 56.4 51.4 50.6 60.1 55.1 50.6 47.7
6 55.7 60.1 54.3 48.1 54.6 56.7 53.6 47.9
7 58.4 56.7 52.7 50.7 52.8 53.8 47.4 48.6

Freezing

0 49.3 51.6 52 46.3 41.7 48.3 40.3 46.1
1 54.2 54.1 52.2 50.8 49 51 49.6 48
2 59.8 56.7 53.1 49.7 50.9 55 48.9 47.5
3 60.9 57.9 54.4 49.9 49.1 54.5 52.5 49.7
4 59 58.3 54.4 54.8 50.1 51.6 54.1 47.4
5 57 55.8 55.8 46.1 51.3 55.1 49.3 48
6 50.7 51.1 50.4 53.3 50.8 53.2 51 47.8
7 58.8 59.1 54.9 50.8 51.6 53.6 53.3 48

Sup.
Learning

1 51.5 55.8 53.2 48.1 52.2 56 50.9 47.2
2 57.7 57.9 56.1 46.8 47.6 52.5 51 49.7
3 53.1 56.7 50.2 45.6 51.5 52.7 49 47.9
4 54.9 53.8 51 49.5 51.9 51.4 49.1 47.5
5 53.5 59.3 49.7 53.5 49.6 51.4 48.8 49
6 55.4 54.7 48.7 50.6 48.8 50.2 51.9 49.6
7 58.1 55.5 50.9 46.4 49.2 51.1 46.5 48
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