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ABSTRACT
Sentiment analysis has received constant research attention due to
its usefulness and importance in di�erent applications. However,
despite the research advances in this �eld, most current tools su�er
in prediction quality due to the inconsistencies in their results, i.e.,
intra- and inter-tool inconsistencies. This demonstration proposes a
system for the evaluation of sentiment analysis quality namely SA-
Q. The system allows the evaluation of inconsistency in sentiment
analysis tools, the resolution of the inconsistency using state-of-
the-art methods and the recommendation of relevant sentiment
analysis tool for any type of data set provided by the attendees. It
allows the attendees to compare the tools. Moreover, we demon-
strate that SA-Q evaluates the consistency of tools on two levels
(intra-tool and inter-tool). Through various scenarios, we show-
case the challenges of inconsistency resolution, demonstrate the
usefulness of the proposed system and the recommendations that
can be given to the attendees for their datasets. We demonstrate
that SA-Q system has practical utility in many areas of industrial
applications for better decision making. This demonstration shows
promising research areas for data management, NLP, and machine
learning communities by adopting and drawing inspiration from
truth inference methods to create more robust tools and improve
the tool’s scalability.

PVLDB Reference Format:
Wissam Maamar-Kouadri, Salima Benbernou, Mourad Ouziri, Themis
Palpanas, and Iheb Ben Amor. SA-Q: Observing, Evaluating, and Enhancing
the Quality of the Results of Sentiment Analysis Tools. PVLDB, 15(12):
3658-3661, 2022.
doi:10.14778/3554821.3554868

1 INTRODUCTION
With the growing popularity of social media, people are increas-
ingly sharing their opinion online about products, services, and
entities, making the sentiment analysis of social media content cru-
cial in organizations’ decision-making process. Therefore, several

This work is licensed under the Creative Commons BY-NC-ND 4.0 International
License. Visit https://creativecommons.org/licenses/by-nc-nd/4.0/ to view a copy of
this license. For any use beyond those covered by this license, obtain permission by
emailing info@vldb.org. Copyright is held by the owner/author(s). Publication rights
licensed to the VLDB Endowment.
Proceedings of the VLDB Endowment, Vol. 15, No. 12 ISSN 2150-8097.
doi:10.14778/3554821.3554868

studies have been interested in sentiment analysis [9, 12, 14, 15],
which can be de�ned as the process of automatically extracting
the polarity, i.e., positive, negative, or neutral, from the document
(text). Nevertheless, despite the advances made in this research
area, sentiment analysis is still a challenging task due to the com-
plexity and variety of natural language where the same idea can
be expressed and interpreted using di�erent text. Let us illustrate
this issue by considering the two texts (documents): (d1) Donald
Trump softens the tone on Chinese investments; (d2) Trump drops new
restrictions on China investment. We notice that although the two
documents are structured di�erently, they are, in fact, semantically
equivalent paraphrases because they convey the same meaning.
Many research works [5, 8] have agreed that semantically equiva-
lent documents should have the same polarity. However, through
the intensive experiments conducted in our work [13] and in [10],
we notice that most sentiment analysis tools assign di�erent po-
larities to semantically equivalent documents. Hence, considering
intra-tool inconsistency, where the sentiment analysis tool attributes
di�erent polarities to the semantically equivalent documents, and
inter-tool inconsistency, where di�erent sentiment analysis tools
attribute di�erent polarities to the same document. For instance,
the analysis of documents d1 and d2 using the algorithm [2] re-
turns positive and negative polarities, respectively, leading to an
intra-tool inconsistency. On the other hand, analyzing document
d2 using the tools [15] and [2] yields neutral and positive polarities,
respectively, causing an inter-tool inconsistency. Inconsistencies
signify that the tool makes prediction errors and that at least one
tool has given an incorrect polarity which makes them harmful and
leads to poor business decisions. In this demonstration, we present
the SA-Q (Sentiment Analysis Quality) system that uses the �ndings
of our work [13] to evaluate tools’ quality and implements several
state-of-the-art methods for inconsistency resolution (i.e. PM [1],
and ZC [4]). The system is a web application that allows attendees
to perform sentiment analysis, evaluate sentiment analysis tools’
consistency, resolve the inconsistency, visualize the results through
a dashboard and recommend appropriate tool(s) for a given data
type. We showcase the usefulness of SA-Q and the e�ect of resolv-
ing tool inconsistencies using real datasets and the benchmark we
developed through various scenarios. The demonstration shows
the usefulness of the system to help companies to select a tool or a
combination of tools to perform sentiment analysis.
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2 PROPOSED APPROACH
In this section, we recall de�nitions of sentiment consistency from [13],
then, we present the set of sentiment analysis tools to be used for
the evaluation, the set of methods to detect the inconsistency in
the sentiment analysis tools, and the evaluation measures.

2.1 De�nitions
2.1.1 Analogical Set. It is a set of semantically equivalent docu-
ments: �; = {31, . . . ,3=} s.t: 838 ,3 9 2 �; ,38

B() 3 9 where
B() denotes semantic equivalence, and 38 and 3 9 are documents.

2.1.2 Sentiment Consistency. For each dataset ⇡ and polarity func-
tions set �, we de�ne sentiment consistency as the two rules 1) and
2):
1) Intra-tool consistency. It assesses the contradiction of tools
when considered individually. In other words, there is an Intra-tool
inconsistency in a tool %C: if it assigns di�erent polarities to two
analogical documents 38 and 3 9 :

8�; 838 ,3 9 2 �; 8%C: 2 �, %C: (38 ) = %C: (3 9 ) (1)

2) Inter-tool consistency. It assesses the contradiction between
the tools. In other words, there is an Inter-tool inconsistency be-
tween the tools %C: and %C 0: if they assigns di�erent polarities to a
given document 38 :

8�; 838 2 ⇡ 8%C: , %C 0: 2 � %C: (38 ) = %C 0: (38 ) (2)

2.2 Sentiment Analysis Tools and Benchmark
In this demonstration, we use a set of ten representative methods
from the main categories of sentiment analysis methods: lexicon-
based methods, lexicon-based methods with rules, and machine
learning methods. We use SentiWordnet [7], for sentiment anal-
ysis as a representative method for the lexicon-based category,
Vader [9] and SenticNet [3], which are lexiconwith a set of rules as
representative methods for rule-based approaches. In the learning-
based methods, we use three machine learning tools: RecNN [15]
that learns word embeddings, Text_ CNN [12] that uses a pre-
trained word embedding methods including BERT, Word2vec and
Glove, and Char_CNN [6], which uses two levels of embedding
character and word embedding. These methods are widely used
in both industry and literature and are robust. We also use very
recent tools SentiBERT [16] a variant of BERT that captures better
compositional sentiment semantics and SentiLARE [11] a novel
pre-trained model that proposes a word-level linguistic knowledge
from SentiWordNet via context-aware sentiment attention.We refer
to sentiment analysis tools by their polarity functions, i.e., Sentic-
Net as %B4=C82=4C . In addition to the datasets to be provided by the
attendees, we use our own benchmark comprising �ve datasets,
augmented with paraphrases to evaluate the intra-tool inconsis-
tency and whose quality was re�ned using the algorithm in [13].
Our benchmark covers the most used domains by companies such
as costumer reviews, movie reviews, news and tweets.

2.3 Inconsistency Resolution Methods
To resolve the inconsistencies in sentiment analysis tools, we have
suggested in our paper [13] to use state-of-the-art methods for truth

inferences. Furthermore, since truth inference methods are classi-
�ed to probabilistic model, direct computing, and optimization [17],
we use the following methods:
Majority voting (MV) represents the direct and trivial computation
to resolve inconsistency and infers truth.

?⇤ (38 ) = 0A6<0G
⌦2{+,0,�}

Õ
?C: 2� {?C: (38 )=⌦}

Zencrowd (ZC) is the primary method for inconsistency resolution
using the probabilistic graphical model.

%A (?C: (38 ) |@C: , ?⇤ (38 )) = @
?C: (38 )=?⇤ (38 )

C:
.(1 � @C: ) ?C: (38 )<?⇤ (38 )

PM represents the primary method that uses optimization to learn
the quality of tools and infer the truth by optimizing the following
objective

min@C: , ?⇤ (38 )
Õ
C: 2� @

C:
Õ
3 (?⇤ (38 ), ?C: (38 ))

with ?⇤ (38 ) is the inferred polarity of the document (truth), @C:
the quality of the tool C: , ⌦ 2 {+, 0,�} represents the polarity, and
3 (., .) is the distance between two polarities.

2.4 Metrics
- We evaluate Accuracy by calculating the rate of correctly predicted
polarities (%⇤) compared to the golden polarity (%⌘) as follows:

�22DA02~ =
Õ=

8=0 (%⌘ (38 )=%⇤ (38 ) )
=

- We evaluate the intra-tool inconsistency rate for each document
38 in the analogical set � and sentiment analysis tool C: as the
proportion of documents 3 9 that have a di�erent polarity than
%C: (38 ) with regards to the tool C: . We write

838 2 � , %C: 2 � , 8=28= (38 , %C: ) =
20A3 (()
= � 1

s.t ( = {3 9 2 �|%C: (38 ) < %C: (3 9 )}
(3)

The intra-tool inconsistency rate of an analogical set � is the
mean of di�erent intra-tool inconsistency rates of its documents:

8=28= (�, %C: ) =
Õ=

9=1 8=28= (3 9 , %C: )
=

, = = 20A3 (�) (4)

- We measure the inter-tool inconsistency rate for each tool C:
and document 3 9 as the rate of tools C:0 that give di�erent polarities
to the document 3 9 than %C: . We write:

8%C: 2 �,83 9 2 �, 8=28=C4A (3 9 , %C: ) =
20A3 (( 0)
< � 1

s.t ( 0 = {%C 0: 2 � |%C 0: (3 9 ) < %C: (3 9 )}
(5)

The inter-tool inconsistency rate in the set � is the mean of
inconsistency rates of the di�erent tools:

8=28=C4A (3 9 , �) =
Õ<
:=1 8=28=C4A (3 9 , %C: )

<
,< = 20A3 (�) (6)

� is the set of all polarity functions, %C: and %C 0: polarity functions,
� is an analogical set, 38 and 3 9 are documents.

3 SA-Q OVERVIEW
SA-Q is a web application enables users to perform sentiment anal-
ysis using ten state of the art tools, evaluating their quality, i.e.,
accuracy, consistency, scalability, resolving the inconsistency be-
tween them for an integrated prediction, and recommending a
sentiment analysis method for a given dataset. SA-Q’s architecture
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Figure 3: Accuracy optimization after resolving inconsistency
and tools con�dence.

aggregate the inconsistencies by giving a global vision of tools
inconsistency. The user will also evaluate the scalability of tools in
time and dataset size. Finally, we evaluate the accuracy of the tools
and demonstrate that even accurate tools may be inconsistent.
[Scenario 2: Inconsistency Resolution] In this scenario, we
show how truth inference methods can resolve the inconsistencies
produced by sentiment analysis tools and the accuracy improve-
ment that can be obtained. First, we run a set of selected sentiment
analysis tools implemented in SA-Q on an example and show their
accuracy; then, we ask the participants to resolve the inconsisten-
cies manually and point out the obtained accuracy improvement. In
the second step of this scenario, we load a large dataset containing
1580 documents and challenge the attendees to identify and resolve
the inconsistencies manually and show the di�culty of this task.
After that, we run all inconsistency resolution methods included
in SA-Q, .i.e, ZC, PM, and MV, and compare their performance for
inconsistency resolution and tools ranking. An example of accu-
racy improvement obtained after resolving inconsistencies using six
methods among the ten included in SA-Q is displayed in Figure 3.
[Scenario 3: Usefulness of Truth Inference Methods] This sce-
nario demonstrates the usefulness of considering di�erent tools and
ranking them by their quality when resolving inconsistencies. We
�rst demonstrate the accuracy improvement obtained by resolving
inconsistencies using majority voting. We explain majority voting
limits using an example and show how tools ranking methods (ZC
and PM) outperform majority voting on the dataset. We show atten-
dees the di�erence between the inconsistency resolution methods
and specify the usefulness of each technique through examples.
[Scenario 4: Tools’ recommendation] In this scenario, we demon-
strate how we can use our guideline, described in [13], to choose a
sentiment analysis tool. First, we ask the attendees to load a dataset
from the benchmark and �ll a form about the data characteristics

such as the document’s length, the data source (social media data,
news headlines, reviews), data type (�nancial, medical, political
data, or product reviews). Then, based on the �lled form, the dataset,
and the inconsistency score, SA-Q recommends the appropriate
sentiment analysis tool(s).
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