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ABSTRACT
Despite the increasing success of Machine Learning (ML) tech-
niques in real-world applications, their maintenance over time
remains challenging. In particular, the prediction accuracy of de-
ployed ML models can suffer due to significant changes between
training and serving data over time, known as data drift. Traditional
data drift solutions primarily focus on detecting drift, and then re-
training the ML models, but do not discern whether the detected
drift is harmful to model performance. In this paper, we observe
that not all data drifts lead to degradation in prediction accuracy.
We then introduce a novel approach for identifying portions of data
distributions in serving data where drift can be potentially harmful
to model performance, which we term Data Distributions with Low
Accuracy (DDLA). Our approach, using decision trees, precisely
pinpoints low-accuracy zones within ML models, especially Black-
box models. By focusing on these DDLAs, we effectively assess
the impact of data drift on model performance and make informed
decisions in the ML pipeline. In contrast to existing data drift tech-
niques, we advocate for model retraining only in cases of harmful
drifts that detrimentally affect model performance. Through exten-
sive experimental evaluations on various datasets and models, our
findings demonstrate that our approach significantly improves cost-
efficiency over baselines, while achieving comparable accuracy.
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1 INTRODUCTION
Background. One of the most important quality issues of ML sys-
tems is data drift [4, 36], also known as data shift [23, 50]. Drift often
occurs in two ways: covariate shift [23], which refers to changes in
the distribution of input features between training and serving data;
and concept drift [19, 37, 50, 51], which occurs when the relation-
ship between input features and the target variable changes over
time. In this paper, we focus on covariate shifts in our data drift prob-
lem. Data drift can be caused by various factors, such as changes in
the environment, user behaviors, or system upgrades [19].

If left unaddressed, data drift can adversely impact the perfor-
mance of ML models, leading to incorrect predictions and subopti-
mal decision-making. To address the issue of data drift, a common
approach is periodically retraining the ML models on the new data
to adapt to the data distribution changes. However, this can be
computationally expensive. As a result, there is a pressing need to
develop efficient and effective methods to mitigate the impact of
data drift on the performance of ML models.
Motivation. To motivate our work, let us consider the applica-
tion of an ML pipeline developed using the UCI Adult dataset [8].
This pipeline predicts if an individual’s annual income exceeds
$50k, using attributes like race, gender, age, workclass, education,
and hours worked per week. Figure 1 presents a hypothetical data
distribution based on the attributes education denoting the highest
level of education achieved and workclass indicating the employer
type, to motivate our study. These distributions are for simplicity
of exposition, acknowledging that the dataset’s distributions are
substantially more complex than the simplified ones presented here.

We observe that the proportion of Doctorates working for Pri-
vate employers (DP) and Doctorates working for Federal-Government
employers (DG) is much smaller than the proportion of Bachelors
working for Private employers (BP), Masters working for Private
employers (MP), and Masters working for Federal-Government em-
ployers (MG). If a model is trained using this data, it may result
in inaccurate predictions for the income level of DP and DG. This
could have real-world implications, as some organizations may use
these predictions, e.g., for career counseling.

Example: Consider the data drift caused by training and serving
data originating from different cities that have different industries.
The educational backgrounds and industrial compositions vary
among people from different cities. In Scenario 1 of Fig. 1, there’s
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Figure 1: Two different scenarios of data drift, after adding
several batches of serving data.

a minor decrease in MP, MG, DP and DG data, with a significant
increase in BP. Since BP is already well-represented in training
data, this drift doesn’t substantially impact model accuracy, mak-
ing retraining unnecessary. In Scenario 2 of Fig. 1, we assume a
substantial increase in the proportion of DP and DG in the data.
This drift in the data distribution could lead to lower prediction
accuracy with the model trained on the original dataset. Therefore,
it becomes crucial to retrain the model to accommodate this change.

A straightforward method to identify areas of low accuracy
would be to compute the model’s accuracy for all possible com-
binations of attributes (using, e.g., data cubes [28]). Fig. 1 shows
a dataset with two attributes: education, workclass, resulting in
attribute combinations (BP, MP, MG, DP, DG, etc.). The model’s
accuracy for each combination needs assessment. However, the
Adult dataset actually comprises 14 attributes, leading to a vast
number of potential attribute combinations. This method quickly
becomes computationally unfeasible as the number of attributes
increases, especially for large attribute datasets like time series or
images, due to the exponential increase in combinations. Thus, a
method to efficiently detect distributions with low prediction ac-
curacy is essential to swiftly detect harmful data drifts similar to
those observed in Scenario 2 and subsequently retrain the model.
However, in Scenario 1, we do not retrain the model. Compared
to other methods of data drift detection and model retraining, we
aim to maintain comparable accuracy of model prediction while
effectively reducing the costs associated with retraining.
Challenges. The examples illustrate three key challenges. First, we
need to identify data distributions where the model’s prediction ac-
curacy drops significantly. Black-box models do not provide insight
into why they make specific predictions, making this challenge
more difficult in analyzing their predictions’ accuracy on specific
distributions directly. Second, we need to distinguish harmful data
drift from benign ones: in Scenario 2 of the example above, only
low-accuracy predictions require retraining. Third, acquiring addi-
tional labeled samples for model retraining is costly, and we need to
select more valuable samples to improve the retraining efficiency.
Our solution. To address these challenges, we propose a novel
approach that analyses data distributions of a black-box model and
identifies those that may cause an accuracy drop in the model. The
underlying intuition is that in real-world settings where future
data drift is unpredictable, such distributions can determine the
potentially harmful data drift, and then decide when to retrain. Our
approach involves three main steps (see Figure 2).

Identification of Data Distributions with Low Accuracy (DDLAs).
To address the first challenge, we use decision trees in a novel
way to specifically identify portions of data distributions where
the model’s prediction accuracy is notably lower than its overall
performance. Unlike many existing works [17, 25, 27, 31, 56], we
do not use decision trees to explain the behavior of the trained
black-box model. Instead, our approach generates a new type of
training data by re-labeling the predictions of the black-box model.
Additionally, by analyzing the structure of the decision tree, we can
partition the data and estimate the prediction accuracy for each
portion of the data distribution, thereby providing a more targeted
and efficient way of addressing prediction inaccuracies.

Harmful Data Drift Detection.Using the DDLAs identified, we can
detect changes in DDLAs’ ratio between training and serving data
and categorize them into harmful and benign data drift. Accordingly,
we decide whether to perform the model’s retraining or not. This
step allows us to mitigate unnecessary retraining in ML pipelines.

Active Learning for model retraining.We leverage active learning
to improve retraining efficiency. Specifically, we gather samples
from only DDLAs within the serving data that exhibit harmful
data drift. Once annotated by domain experts, such data is used for
retraining the black-box model and enhancing its performance.
Contributions. We summarize our contributions as follows. First,
we propose an approach to predict potential data that impacts the
accuracy of ML black-box models. In contrast to existing solutions,
we retrain models only in cases of harmful data drifts, leading to
scalable ML pipelines in real settings. We use decision trees to
specifically identify regions within the ML model, where accuracy
is low. Second, we employ active learning techniques to enhance the
efficiency of the retraining process, when such retraining is deemed
necessary. Finally, we experimentally evaluate our approach on
various datasets, using different MLmodels, to demonstrate that our
approachmaintains comparable accuracywhile effectively reducing
the costs associated with retraining compared to baselines.

2 RELATEDWORK
Addressing quality issues in ML pipelines has grown in interest
in recent years. Several works studied the relationship between
data quality and ML-model performance, including the impact of
data quality on ML [10, 16, 24, 29, 45], its link to MLOps [42, 53],
cleaning for ML [30, 32] and quality validation of ML pipelines [44].

Much work has investigated the effect of data drift on ML per-
formance. Many solutions for evaluating ML models’ performance
under data drift are devoted to drift detection methods for concept
shifts [3, 4, 7, 19, 33, 55] or covariate shift [21, 39]. Data drift de-
tection methods can be categorized into several distinct classes,
notably: statistics-based detection methods such as Kolmogorov-
Smirnov (KS) test [15], Maximum Mean Discrepancy (MMD) [12,
22] and Mahalanobis distance (MD) [41]; and ML-based methods
such as Classifier Two-Sample Tests (C2ST) [35] and MMD-D [34].

Other prior work about data drift compared different drift de-
tection methods [18] and presented drift detection methods for
streaming data [49]. However, most of the proposed solutions rely
on periodic retraining, which may result in performance degrada-
tion and cost increase [15]. In contrast to prior work, we mitigate
periodic retraining by proposing a method to detect harmful data



Table 1: Data Distribution Before and After Drift ("-" denotes
High or Low values, with cases 1 and 2 covering all combina-
tions except for cases 3 and 4)

Case Before drift
(training data)

After drift
(serving data)

Harmful
Drift

Acc. Sample Size Acc. Sample Size

1 - - High - No
2 - - - Low No
3 High Low Low High Yes
4 Low Low Low High Yes

drift through areas with low model prediction accuracy, in combi-
nation with active learning techniques to retrain models. Similar
efforts have been made by Matchmaker [36] and Detectron [21].
Matchmaker proposed to mitigate retraining for the data drift prob-
lem, but it cannot identify harmful drift, leading to potential un-
necessary costs. Detectron can detect harmful data drifts, but lacks
interpretability, as it does not provide insights into the specific re-
gions within the data where the harmful drift originates. Moreover,
Detectron has a rather high computational cost, and is limited to
scenarios with small batch sizes in the serving data.

Our work also differs from the interpretability of black-box mod-
els [14, 17, 25, 27, 31, 43, 45, 56]. In contrast to prior works that
interpret the predictions using decision trees [17, 27, 43, 56], our
approach leverages decision trees as a lightweight diagnostic tool
to systematically identify the harmful areas of the data where pre-
diction accuracy drops. We target these low-accuracy areas within
the model’s predictions for our active learning (AL) strategy. AL
aims to achieve high prediction accuracy with low labeling cost,
by querying the most informative and representative points from
unlabeled data. Prior AL strategies are divided into two main types:
information-based and representative-based [6, 40, 46, 48]. Among
the information-based strategies, uncertainty sampling, which sug-
gests labeling samples that are the most uncertain, is one of the
most popular strategies for AL. As for representative-based strate-
gies, the density-based approach is commonly used, selecting data
points based on their density in the feature space to capture infor-
mative samples. Our AL strategy differs from prior AL strategies by
querying samples from the low-accuracy regions for expert labeling
and subsequent retraining upon detecting harmful data drift.

3 PROBLEM DEFINITION
Data drift, is defined as a change in the distribution of the input vari-
ables 𝑋 while the conditional distribution of the target variable 𝑌
given𝑋 remains the same. It can be expressed as: P𝑡 (𝑋 ) ≠ P𝑡+1 (𝑋 )
and P(𝑌 | 𝑋 ) is invariant , where: P denotes the probability distri-
bution, 𝑋 . If this change negatively impacts the predictive accuracy
of a trained ML model, we refer to it as harmful data drift.
Data Distributions with Low Accuracy (DDLAs). Given a black-box
model𝑀 , whichwe assume has beenwell-trained to get high overall
accuracy, we define a 𝐷𝐷𝐿𝐴 as a subset of the feature space where
the accuracy of𝑀 on𝐷𝐷𝐿𝐴 is lower than the overall accuracy of𝑀 .
Formally, a 𝐷𝐷𝐿𝐴 is a region that 𝐴𝑐𝑐 (𝑀,𝐷𝐷𝐿𝐴) < 𝑎𝑐𝑐𝑀 , where
𝑎𝑐𝑐𝑀 is the overall accuracy of𝑀 .
Harmful data drift detection and mitigation. Our goal is to first de-
termine the changes in data distributions of serving data affecting

the model’s performance and then mitigate their impact. Specifi-
cally, we focus on cases where the proportion of DDLAs increases
in serving data, indicating harmful data drift. Table 1 depicts the
different cases of data distributions before and after a data drift
occurs, based on their sample size and the related accuracy. As the
model is well-trained, distributions with high sample sizes (HS)
generally lead to a high level of accuracy (HA), we then focus on
cases of low sample size (cases 3 and 4 in Table 1) which may cause
harmful data drift. Case 3 corresponds to distributions changing
from HA and low sample size (LS), to low accuracy levels (LA) and
HS. Although the model achieves HA in these distributions of train-
ing data, the LS suggests that this accuracy might not generalize
to broader datasets. Changes in the sample size could potentially
transform these regions into DDLAs. Case 4 corresponds to DDLA
regions, which may cause harmful data drift when it becomes LA
and HS in the serving data.

Notice that our method assumes that the learning ability of the
model for each sub-dataset is comparable, we do not take into
account the highly difficult-to-learn sub-datasets, because there is
no effective way to make the model learn well for them.

4 OUR APPROACH
At the core of our approach, we begin with a black box ML model,
for which we possess the training data. In order to detect all cases
of harmful data drift, as presented in Table 1, we first update the
labeled data by performing a uniform sampling on serving data
(Step 1-a). Then, we identify DDLAs of the black box model by
leveraging decision trees (Step 1-b). Next, we quantify and compare
the proportions of the identified DDLAs between training data and
serving data (Step 2). The resulting changes from this comparison
allow us to detect harmful data drift and decide the subsequent steps
in the ML pipeline, i.e., retraining or not. Only in the case of harmful
data drift, we perform active learning for annotating samples from
DDLAs by experts, and then use just the instances related to wrong
predictions for model retraining (Step 3). Following these steps, our
approach encompasses two methods which we refer to as DDLA-
Full and DDLA-Opt. DDLA-Full includes all the steps and enables
the detection of all cases of harmful drift (cases 3 and 4 in Table 1),
as well as the case that new distributions arise in the serving data,
for example, training data lacks "High School" value in "Education"
attribute, but it appears in serving data. DDLA-Opt, on the other
hand, focuses on using only existing labeled data to detect harmful
drift, which is related to case 4 in Table 1.

Figure 2 provides a schematic overview of our proposed ap-
proach. We next describe the steps of our approach followed by
how each method integrates these steps.

4.1 Update labeled data (Step 1-a)
In this step, we use the serving data to update labeled data and allow
us to identify DDLAs related to two scenarios: (i) New distributions
arise in the serving data resulting in a lack of available information
about those new distributions when using existing labeled data to
identify DDLAs. The uniform sampling from the serving data will
provide the decision tree’s training data with new distributional
information, which helps mitigate the impact of data drift in such a
scenario. (ii) Case 3 in Table 1 which is potential DDLAs that may



Figure 2: Overview of our approach with its two methods DDLA-Full and DDLA-Opt.

Algorithm 1 Identifying DDLAs
Input: Training dataset 𝐷𝑡𝑟𝑎𝑖𝑛 , Test dataset 𝐷𝑡𝑒𝑠𝑡

Output: A set of Data Distributions with low accuracy 𝐷𝐷𝐿𝐴

Algorithm:
1: 𝑀 ← TrainModel(𝐷𝑡𝑟𝑎𝑖𝑛 ) , 𝑎𝑐𝑐𝑀 ← Acc.(𝑀,𝐷𝑡𝑒𝑠𝑡 )
2: 𝑌𝑝𝑟𝑒𝑑 ← Predict(𝑀,𝐷𝑡𝑒𝑠𝑡 )
3: 𝐶 = {𝑥 ∈ 𝐷𝑡𝑒𝑠𝑡 |𝑀 (𝑥 ) = 𝑦𝐷𝑡𝑒𝑠𝑡 }, 𝐸 = {𝑥 ∈ 𝐷𝑡𝑒𝑠𝑡 |𝑀 (𝑥 ) ≠ 𝑦𝐷𝑡𝑒𝑠𝑡 }
4: Re-label instances in𝐶 and 𝐸 to create:

𝐷𝑎𝑛𝑎𝑙𝑦𝑡𝑖𝑐 = { (𝑥, 𝑦𝑟𝑒𝑙𝑎𝑏𝑒𝑙𝑒𝑑 ) |𝑥 ∈ (𝐶 ∪ 𝐸 ) }
5: 𝐷𝑇 ← TrainDecisionTree(𝐷𝑎𝑛𝑎𝑙𝑦𝑡𝑖𝑐 )
6: 𝑁𝑖 ← IdentifyLeafNodes(𝐷𝑇 ) for 𝑖 = 1 to 𝑛
7: 𝐷test𝑖 ← Classify(𝐷𝑇,𝐷𝑡𝑒𝑠𝑡 ) for 𝑖 = 1 to 𝑛
8: 𝑌𝑝𝑟𝑒𝑑 ← Predict(𝑀,𝐷test𝑖 ) for 𝑖 = 1 to 𝑛
9: 𝑎𝑐𝑐𝐷test𝑖

← Accuracy(𝑀,𝑌𝑝𝑟𝑒𝑑 , 𝐷test𝑖 ) for 𝑖 = 1 to 𝑛
10: 𝐷𝐷𝐿𝐴← ∅
11: for 𝑖 = 1 to 𝑛 do
12: if 𝑎𝑐𝑐𝐷test𝑖

< 𝑎𝑐𝑐𝑀 then
13: 𝐷𝐷𝐿𝐴← 𝐷𝐷𝐿𝐴 ∪ {𝑁𝑖 }
14: end if
15: end for
16: return 𝐷𝐷𝐿𝐴

come from the high accuracy and low sample size regions in the
original training data. By increasing the samples from serving data,
we can enhance the certainty of calculated accuracy for previously
high accuracy and low sample size distributions, thereby mitigating
this scenario. To identify DDLAs including those related to these
two scenarios, we perform uniform random sampling on serving
data and then do expert labeling.
Uniform Random Sampling. We input each batch of serving
data and output a uniformly randomly selected subset, which can
provide sufficient information on the serving data.
Expert annotation. This step takes a selected subset of samples as
input and produces a dataset with expert-provided labels as output.

Once labeled, we add them to the existing labeled data.

4.2 Identification of DDLAs using Decision
Trees (Step 1-b)

The steps of identifying DDLAs are shown in Algorithm 1. We
assume that we are provided with a black-box model𝑀 which has
been trained on a dataset 𝐷𝑡𝑟𝑎𝑖𝑛 , and we also have a test dataset
𝐷𝑡𝑒𝑠𝑡 , We then apply the model 𝑀 to 𝐷𝑡𝑒𝑠𝑡 to get predictions de-
noted as 𝑌𝑝𝑟𝑒𝑑 = Predict(𝑀,𝐷𝑡𝑒𝑠𝑡 ) (line 2). To identify DDLAs,
we first proceed to re-label 𝑌𝑝𝑟𝑒𝑑 predictions, and then use the
re-labeled data to train a decision tree.
Re-labelling of model’s predictions. We introduce an innovative
method to identify low-accuracy regions in a black-box model’s

predictions. Traditional methods that train a decision tree model
with the intention of simulating the decision-making process of the
black-box model, often fail to maintain consistency in identifying
low-accuracy regions. This is because even if the overall accuracy
of the decision tree model and the black-box model is similar, it does
not guarantee that the two models will have the same low-accuracy
regions across different data distributions. To address this issue, we
propose a relabeling process where data instances are labeled based
on the accuracy of the black-box model’s predictions.

We categorize the model predictions 𝑌𝑝𝑟𝑒𝑑 by comparing them
with the true labels𝑦𝐷𝑡𝑒𝑠𝑡

. This categorization splits the predictions
into correct predictions, denoted by 𝐶 = 𝑥 ∈ 𝐷𝑡𝑒𝑠𝑡 |𝑀 (𝑥) = 𝑦𝐷𝑡𝑒𝑠𝑡

,
and erroneous ones, denoted by 𝐸 = 𝑥 ∈ 𝐷𝑡𝑒𝑠𝑡 |𝑀 (𝑥) ≠ 𝑦𝐷𝑡𝑒𝑠𝑡

.
Subsequently, we re-label these categories with new labels: 0

for correct predictions (𝑥 ∈ 𝐶) and 1 for incorrect ones (𝑥 ∈ 𝐸),
resulting in the set 𝑦𝑟𝑒𝑙𝑎𝑏𝑒𝑙𝑒𝑑 . This relabeling process forms a new
dataset, denoted as 𝐷𝑎𝑛𝑎𝑙𝑦𝑡𝑖𝑐 , which is defined by the formula:
𝐷𝑎𝑛𝑎𝑙𝑦𝑡𝑖𝑐 = {(𝑥,𝑦𝑟𝑒𝑙𝑎𝑏𝑒𝑙𝑒𝑑 ) |𝑥 ∈ (𝐶 ∪ 𝐸)}.
Identifying DDLAs using Decision Trees. We train a decision
tree model 𝐷𝑇 on the generated training set 𝐷𝑎𝑛𝑎𝑙𝑦𝑡𝑖𝑐 to identify
DDLAs within the black-box model 𝑀 . Decision trees provide a
hierarchical structure of decisions based on different feature values,
which allows us to trace the path of decisions and understand the
reasoning behind each prediction [43]. Each decision tree leaf node
corresponds to a data subset, representing specific feature value
combinations. This aspect is crucial for pinpointing underperform-
ing regions in black-box models. In our approach, the decision tree
model trained on relabeled data, marks each leaf node as a distinct
data distribution, with labels ’0’ for mostly correct and ’1’ for mostly
incorrect predictions by model 𝑀 . This way, DDLAs are mostly
represented in leaf nodes corresponding to label 1.

In general, trees of greater depth generally yield improved ac-
curacy. However, deeper trees offer more specific features. thus
potentially reducing their utility. Striking a balance between speci-
ficity and generalizability necessitates meticulous adjustment of
the decision tree’s maximum depth. Here, parameters like max
depth and min samples leaf play crucial roles. Each time we train
a new decision tree to identify DDLAs, we consider optimizing
its parameters by tuning max depth and min samples leaf. We use
grid search combined with 10-fold cross-validation to test combi-
nations, ranging from 3 to 10 for max depth and 0% to 5% of our
dataset for min samples leaf. After training the decision tree 𝐷𝑇
on 𝐷𝑎𝑛𝑎𝑙𝑦𝑡𝑖𝑐 , we analyze its structure to identify unique data dis-
tributions, each represented by a leaf node 𝑁𝑖 . We then categorize



instances from the test data 𝐷test into these distributions, forming
subsets 𝐷test𝑖 = {𝑥 ∈ 𝐷test |𝐷𝑇 (𝑥) = 𝑁𝑖 } for each node 𝑁𝑖 .

For each subset 𝐷test𝑖 , we calculate𝑀’s prediction accuracy as
𝑎𝑐𝑐𝐷test𝑖

. Our approach identifies DDLAs as distributions with an
accuracy below the model’s overall accuracy, 𝑎𝑐𝑐𝑀 . Specifically,
𝐷𝐷𝐿𝐴 = 𝑁𝑖 |𝑎𝑐𝑐𝐷test𝑖

< 𝑎𝑐𝑐𝑀 , and we define 𝐷DDLA as the collec-
tion of instances in these distributions. After retraining the model,
it is necessary to re-identify and update DDLAs. These DDLAs re-
veal interpretable distributions, emphasizing critical features. The
practical utility of DDLAs lies in their ability to explicitly reveal
specific flaws within a model, enabling targeted improvements.

4.3 Detection of Harmful Drift from Identified
DDLAs in Serving Data (Step 2)

Once the DDLAs are identified, we investigate their proportions
in the serving data 𝐷serving. We distinguish two possible scenarios,
thereby determining the subsequent steps in the ML pipeline. The
key aspect of our analysis is the comparison of the ratio of DDLAs
between the training data 𝐷train and the serving data 𝐷serving. Any
change in the ratio of DDLAs corresponds to a data drift. The ratios
are defined as follows: Ratiotrain =

|𝐷𝐷𝐷𝐿𝐴∩𝐷train |
|𝐷train | for the training

data and Ratioserving =
|𝐷𝐷𝐷𝐿𝐴∩𝐷serving |
|𝐷serving | for the serving data.

Depending on whether Ratioserving is greater than, less than, or
equal to Ratiotrain, we have two distinct scenarios:

• Case 1: Decrease or No Change in DDLA Ratio. If Ratioserving ≤
Ratiotrain, the proportion of DDLAs in the serving data is then
not higher than in the training data. Consequently, no additional
action is required. We term such cases as benign data drift.

• Case 2: Increase in DDLA Ratio. If Ratioserving > Ratiotrain, we
discern an increase in the proportion of DDLAs in the serving
data. Such cases, termed as harmful data drift, require the imple-
mentation of active learning to label additional samples in the
DDLAs, which we present in the next step.

An increase in the DDLA ratio doesn’t always necessitate model
retraining. To avoid unnecessary retraining for minor increases or
low DDLA ratios, we set thresholds 𝜃DDLA and 𝜃inc. Retraining is
essential if: Ratioserving−Ratiotrain

Ratiotrain > 𝜃inc ∧ Ratioserving > 𝜃DDLA. For
instance, a minor DDLA ratio increase from 0.1% to 0.2% might not
need retraining. Properly setting 𝜃inc and 𝜃DDLA balances perfor-
mance with retraining costs. We provide a strategy for setting 𝜃inc
and 𝜃DDLA. Based on experimental findings indicating negligible ef-
fects of 𝜃inc variations on the outcomes, we set 𝜃inc to 0.5 to ensure
stable performance. Regarding 𝜃DDLA, it significantly impacts the
need for model retraining, as revealed by our experiments. Thus, we
have adopted a dynamic setting for 𝜃DDLA, focusing on identifying
DDLAs whose ratios increase in the serving data. We determine
a specific ratio where the increase of these DDLAs on the serv-
ing data corresponds to a 10% decrease in the model’s prediction
performance, setting it as the new threshold for 𝜃DDLA.

4.4 Enhancing Model Performance with Active
Learning (Step 3)

The steps of active learning are shown in Algorithm 2. In cases
of harmful data drift, retraining the model becomes essential. Our

Algorithm 2 Active Learning for Retraining
Input: Training dataset 𝐷train , Serving dataset 𝐷serving , Black-box model𝑀 , Set of
DDLA 𝐷𝐷𝐷𝐿𝐴

Output: Enhanced black-box model𝑀 ′
Algorithm:
1: 𝑆𝐷𝐷𝐿𝐴 = 𝑥 |𝑥 ∈ 𝐷serving and 𝑥 ∈ 𝐷𝐷𝐷𝐿𝐴 {Samples from DDLA within the serv-

ing data}
2: 𝐴 = (𝑥, 𝑦expert ) |𝑥 ∈ 𝑆𝐷𝐷𝐿𝐴 {Annotate samples in 𝑆𝐷𝐷𝐿𝐴 by experts}
3: 𝑦𝑝𝑟𝑒𝑑 = 𝑀 (𝑆𝐷𝐷𝐿𝐴 ) {Predictions by the model𝑀 for 𝑆𝐷𝐷𝐿𝐴 }
4: 𝑆retrain = (𝑥, 𝑦expert ) ∈ 𝐴 |𝑦expert ≠ 𝑦𝑝𝑟𝑒𝑑 {Instances where the model’s predic-

tion is incorrect}
5: if 𝑆retrain ≠ ∅ then
6: 𝐷updated = 𝐷train ∪ 𝑆DDLA {Form the updated training set}
7: 𝑀 ′ = Train𝑀 using 𝐷DDLA {Retrain the model}
8: return 𝑀 ′ {Enhanced black-box model}
9: end if

approach employs a new active learning strategy to efficiently use
limited labeled samples for retraining, a method proven effective
in literature [6, 46]. By adopting a strategic approach to sample
selection for labeling, active learning can surpass random sam-
pling [40, 52] in performance.

In our approach, the serving data is received in batches, we use
a batch query to simultaneously select multiple samples, with a
focus on selecting samples from DDLA regions within the serving
data. We notice that this is similar to pool-based active learning
where samples are selected from a pool of unlabeled data [46]. If
there’s no restriction on the experts’ capacity to annotate sam-
ples, we query all samples from the DDLAs. However, if there’s
a limit and it’s lower than the total number of samples in DDLA,
we then rank DDLA areas by accuracy from lowest to highest and
sequentially retrieve all samples from each area until we reach the
maximum number of annotable samples. We denoted these samples
as 𝑆𝐷𝐷𝐿𝐴 = {𝑥 |𝑥 ∈ 𝐷serving and 𝑥 ∈ 𝐷𝐷𝐷𝐿𝐴}.

Selecting samples from DDLA areas is highly informative be-
cause these regions typically highlight the model’s weaknesses,
and focusing on them enables more effective improvements and
adaptations of the model.

These samples are then provided to domain experts for anno-
tation, ensuring the procurement of accurate and reliable labels.
This is formalized as: 𝐴 = {(𝑥,𝑦expert) |𝑥 ∈ 𝑆𝐷𝐷𝐿𝐴}, where 𝑦expert
denotes the expert-annotated labels. The set 𝐴 embodies the subset
of instances within DDLA and their expert annotations.

Subsequently, we compare these expert annotations 𝑦expert with
the model’s predictions 𝑦𝑝𝑟𝑒𝑑 and select the instances where the
model’s prediction is incorrect: 𝑆retrain = {(𝑥,𝑦expert) ∈ 𝐴|𝑦expert ≠
𝑦𝑝𝑟𝑒𝑑 }. Then, we check if 𝑆retrain ≠ ∅. If it is empty, we don’t need
to retrain the model. The retraining process combines the newly
annotated instances 𝑆DDLA with the original training dataset 𝐷train
to produce an updated training set: 𝐷updated = 𝐷train ∪ 𝑆DDLA.

This updated dataset is used to improve the model, ensuring
it adapts to a broader range of data distributions. Our process of
targeted sampling, annotation, and retraining leads to continuous
improvement in model performance.

With these steps in mind, our approach includes:
• DDLA-Full method, which focuses on detecting all the cases

of harmful drift, including those that are unlikely to be observed
in practice (case 3 in Table 1). The steps of DDLA-Full, as shown
in Figure 2, are Step 1-a, Step 1-b, Step 2, and then Step 3.



• DDLA-Opt method, which focuses on detecting harmful drift
related to cases of drift from low accuracy distributions with low
sample size to low accuracy distributions with high sample size
(Case 4 in Table 1). The steps of DDLA-Opt, as shown in Figure 2,
are Step 1-b, Step 2, and then Step 3. Notice that DDLA-Opt only
uses the existing labeled data to identify DDLAs, and doesn’t have
Step 1-a to collect information from serving data, meaning it has
a lower cost, as we will demonstrate in the experimental section.
Additionally, we will show that its accuracy is comparable to the
accuracy of DDLA-Full.
DDLA-Opt can detect the primary DDLAs and most instances

of harmful data drift. DDLA-Full can identify potential DDLAs that
are not visible from the existing labeled data, but these scenarios
are rare. Therefore, under normal circumstances, we recommend
using DDLA-Opt which has a low cost and comparable accuracy.

5 EXPERIMENTAL EVALUATION
5.1 Experimental Setup
We use Python 3.9 for all our experiments. We evaluate our ap-
proach on several datasets and under different ML models and
compare its performance with baselines.

5.1.1 Datasets. We experiment on real-world datasets of diverse
types and dimensions. (1) The house sales dataset [2] contains 21.6k
entries with 32 attributes, detailing house sale prices. It is segmented
into six two-decade periods based on construction year for drift
analysis, using 1900-1919 data for training. (2) The UCI adult dataset
[8] contains 48.8k entries, and 14 attributes, focused on predicting
annual earnings over 50K. Split into ten groups by race and sex,
training in one group. (3) CER smart meter dataset [13] comprises
4225 time-series data of half-hourly power consumption and 1000
dimensions. Used to predict dryer status, with training data from
summer and serving data fromwinter, showcasing seasonal drift. (4)
Mechanical MNIST [54], image data represented in 784 dimensions,
which includes finite element simulation results on heterogeneous
materials under deformation. Training from two environments,
tested on two different environments to demonstrate data drift.

5.1.2 ML Models. For our experiments, we leverage the following
black-box models: Logistic Regression [9], Neural Network (3-layer
MLP) [38] and SVM [5].

5.1.3 Baselines. We evaluate our approach against the drift detec-
tion methods: K-S test [15] for statistical analysis, Maximum Mean
Discrepancy with both Gaussian (MMD-O [22]) and deep learning
kernels (MMD-D [34]), Classifier Two Sample Test (C2ST-S [35]
and C2ST-L [11]), H-Divergence [57] for data entropy analysis, and
the Detectron [21] learning-based hypothesis-test method.

We also compare our active learning query strategy with two
commonly used active learning strategies: uncertainty sampling [47],
and informative-diverse sampling [26]. Additionally, we also used
a uniform random sampling method that maintains the same re-
training iterations and the number of expert-marked labels as our
DDLA-Opt method.

Note that in our active learning experiment, we use the ground
truth labels of the dataset to simulate expert-marked labels (i.e., we
assume that the expert’s labels are correct).

Figure 3: Histograms of Accuracy, Expert-Labeled Samples,
and Retraining Time for DDLA-Full, DDLA-Opt, and other
Baselines Across Adult, House, and CER Datasets.

5.1.4 Evaluation Metrics. We use these metrics for evaluation.
Effectiveness: Changes in Accuracy of ML Models. We focus

on the accuracy of the updated model on the serving data following
each retraining iteration. We compare the accuracy changes across
different methods over one hundred batches of serving data.

Cost: Number of Expert-Labeled Samples and Retraining Time.
We assess two aspects of cost: the workload associated with expert
labeling in active learning and the time required for retraining.
These costs are evaluated based on 100 batches of serving data.

5.2 Results
5.2.1 Effectiveness and efficiency of our approach compared
to baselines. In our study, we conducted comprehensive exper-
iments using both tabular data (Adult and House datasets) and
time series data (CER dataset), simulating real-world scenarios that
commonly face data drift problems. Figure 3 showcases the results,
demonstrating the effectiveness and efficiency of our approach,
including DDLA-Full which uniform random samples 20% of one
batch of serving data in Step 1-a and DDLA-Opt in the figures.

DDLA-Full and DDLA-Opt consistently match the accuracy of
compared baselines, require fewer expert labels, and boast quicker
retraining times across the three datasets. This highlights our ap-
proach’s superior handling of data drift, particularly in its ability
to efficiently retrain models using data from low-accuracy areas.

When comparing DDLA-Full with DDLA-Opt, the expert-labeled
data in DDLA-Opt is only 33.91% of that in DDLA-Full, and the
training time is 77.36%. However, their accuracy is comparable with
no significant difference between them.

When comparing DDLA-Opt with other methods, for the three
datasets, DDLA-Opt required significantly fewer expert-labeled
samples (around 13.79% of the KS, 12.28% of the HD, 12.39% of the
MMD-O, 14.88% of the MMD-D, 23.48% of C2ST-S, and 22.31% of
C2ST-L) and substantially reduced retraining times (only 10.55% of



Figure 4: Stress test: Comparison of Accuracy and Cost be-
tween DDLA-Full and DDLA-Opt under the worst case where
each batch of serving data has harmful data drift and gives
rise to new distributions.

the time required by KS, 11.39% by HD, 9.92% by MMD-O, 6.50% by
MMD-D, 20.02% by C2ST-S, and 16.93% by C2ST-L).

5.2.2 Stress testing under extreme scenarios. We set up a
stress test where training and serving data are generated using a
method that ensures almost half the distributions in the serving data
are not present in the training data to present the extreme scenario
where each batch of serving data has harmful data drift and gives
rise to new distributions(new values). This result is the worst-case
performance of our approach. We categorize all the original labeled
data into DDLA and non-DDLA regions for three models—LR, SVM,
and NN— ensuring that the distributions of these two data subsets
are entirely non-overlapping. From the non-DDLA regions, 80% of
the data is used as the training set for the black-box model, while
the remaining 20% from the non-DDLA regions and 100% of the
data from the DDLA constitute the serving data.

As we can see in Figure 4, DDLA-Full results in higher accuracy
than DDLA-Opt in four instances, while the results are roughly
equivalent in five instances. However, the cost of DDLA-Full is con-
sistently higher than that of DDLA-Opt. The results indicate that
when the case that serving data gives rise to new distributions(new
values) occurs frequently, DDLA-Full indeed outperforms DDLA-
Opt in improving model accuracy. Even under the least ideal condi-
tions of serving data, DDLA-Full maintains accuracy comparable
to other methods across six test scenarios. One important benefit is
that, in terms of the retraining time, DDLA-Full outperforms other
benchmark methods.

5.2.3 Identification of Black-box model’s DDLAs and De-
termining Harmful Data Drift. Table 2 displays 3 key DDLAs
from the Adult dataset using logistic regression, where accuracies
deviated from the model’s overall accuracy of 0.878. For instance,
DDLA with ID 16 highlights a specific group working over 84 hours

Table 2: DDLAs examples from the Adult dataset.

ID DDLA Distribution Acc.

11
marital = Married-civ-spouse ∧ age>25 ∧

capital_loss≤1867 ∧ capital-gain≤6431 ∧ occupation ∈
{Adm-clerical, Armed-Forces, Craft-repair, Exec-managerial}

0.513

14 marital ≠Married-civ-spouse ∧ education_num>13
∧ hours_week≤84 ∧ capital_loss>834 0.250

15 marital ≠Married-civ-spouse ∧ hours_week>84 0.400

(a) DDLA ratios decrease. (b) DDLA ratios increase.

Figure 5: The DDLA ratios identified from the adult dataset
between the training set and two serving batches.
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Figure 6: Comparison of different approaches for detecting
harmful drift in terms of accuracy and computation time, on
the Mechanical MNIST dataset.

weekly, not ’Married-civ-spouse’, pinpointing a demographic with
notably lower model accuracy.
Determining Harmful Data Drift. From the DDLAs identified,
we distinguish two cases. Decreasing DDLA Ratios: Our analysis
of the Adult dataset reveals a lower DDLA ratio in the serving
data compared to training data (Figure 5a). The model, tested on
this serving data, showed an improved accuracy of 0.886, up from
the original 0.878. This indicates that retraining is not necessary,
affirming our method’s effectiveness in assessing retraining needs.
Increasing DDLA Ratios: In contrast, an increased DDLA ratio in
serving data (Figure 5b) suggests the need for retraining, as evi-
denced by a drop in model accuracy to 0.793 from 0.878.

5.2.4 Effectiveness of the identified DDLAs to identify harm-
ful data drift. Our experiment on the Mechanical MNIST dataset
involved two training environments (e=100 and then =90). 50 batches
of serving data from e = 90, showed benign drift due to previous
training in this environment. Another 50 batches from e = 50, ex-
hibited harmful drift, due to the absence of training data from this



Figure 7: Comparative Accuracy of Models Using DDLA Sam-
pling vs. Uncertainty, Informative-Diverse, Random Sam-
pling across Datasets and Models.

environment. We use different data drift detection methods to re-
peatedly detect the serving data of 100 batches without retraining
the black box model. Figure 6a shows these results.

In 100 trials of drift detection, K-S, and MMD-O displayed an
accuracy of around 0.5, failing to differentiate between benign and
harmful drift. The HD method showed better performance with an
accuracy of 0.77. Notably, although MMD-D, C2ST-S, and C2ST-L
achieved high accuracy levels, Figure 6b reveals that their compu-
tation time was two orders of magnitude longer compared to our
method. Our optimized approach, DDLA-Opt, excelled achieving
an impressive accuracy of 0.98, effectively distinguishing 48 out of
50 benign drifts and thereby reducing unnecessary retraining and
computational overhead. Regarding the Detectron [21] method, we
observe that it exhibits significant resource consumption in our
context, exceeding 6000 seconds in runtime, with an accuracy of
0.75. Considering that its runtime is another order of magnitude
slower than the other methods, note that we do not consider it in
our experiments.

5.2.5 Effectiveness of our Active Learning query strategy
compared to baselines. In this experiment, We compare our ac-
tive learning query strategy against uncertainty [47], and informative-
diverse [26] baselines, and a uniform random sampling method
(Random). We use Google’s active learning package [1] to conduct
the baselines. To evaluate the impact of active learning, we analyzed
the iterations and active learning components separately. Specifi-
cally, for the baseline active learning query strategy, we used the
DDLA-Opt method to detect harmful data drift and maintained the
same retraining iterations as DDLA-Opt. We also kept the number
of query samples for each batch of serving data consistent with
our DDLA query. This setup maintained consistent retraining it-
erations and the same number of expert-marked labels across the
other three baselines as used in our DDLA-Opt method, to allow a
clear comparison of accuracy improvements for the ML model.

The results, plotted in Figure 7, show the effectiveness of our
query strategy compared to the baselines. Specifically, in the nine
distinct cases, the DDLA-Opt method demonstrates superior accu-
racy in eight cases. There is one case where the DDLA-Opt method
underperforms compared to baselines.

In situations where serving data is affected by harmful data drift,
the low-accuracy query strategy more effectively pinpoints and
addresses the model’s current weaknesses. By focusing on correct-
ing prediction errors, this strategy allows the model to quickly
adjust to new data distributions. In contrast, uncertainty sampling
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Figure 8: Scalability Analysis: Time and Memory Across Var-
ious Dimensions and Sample Sizes in CER Time-Series Data.

which prioritizes information gain, often misses the drifts in data
distributions. Similarly, despite the informative and diverse strat-
egy that aims to enhance model generalization by selecting varied
and informative samples, it lacks the precision needed to tackle
the specific errors that are crucial in overcoming the challenges
posed by harmful data drift. Consequently, the low-accuracy query
strategy proves to be more adaptable and efficient in mitigating the
effects of harmful data drift.

5.2.6 Scalability analysis. We evaluated the scalability using
the CER dataset, varying dimensions and sample sizes. We focused
on processing time and memory usage to understand scalability.
The results, shown in Figure 8, indicate a linear increase in both
processing time and memory usage across various dimensions and
sample sizes. This demonstrates the scalability of our method. The
moderate increase in processing time can be attributed to the use of
decision tree models, known for their quick training times, which
significantly mitigates the impact of increased data dimensional-
ity and size. These observations underscore the capability of our
method to effectively handle large-scale datasets in the real world.

6 CONCLUSIONS
In this paper, we proposed a novel framework to mitigate the im-
pact of potential data drift that can arise in serving data, which may
cause an accuracy drop in ML models. Our approach is based on
identifying DDLAs from the black-box model’s predictions using
decision trees. We evaluated the performance of our proposed ap-
proach with various datasets and models and compared it against
drift baselines. The results demonstrate that our approach can be
considerably faster than the competitors while achieving accuracy
that is comparable to the best competitor.

In future work, we intend to explore the use of other parsimo-
nious interpretable models (such as Explanation Tables [20]) to
identify DDLAs. We also plan to investigate concept drift and ex-
plore the utility of DDLAs for this task. Finally, we would like to
see how our approach can be used to improve model fairness in the
presence of data and concept drift, when the fairness properties are
satisfied on training data but violated on serving data.
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