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Background

• Nearest neighbor (NN) search in high-dimensional Euclidean spaces is a 

fundamental problem in various fields.

• database, information retrieval, data mining, machine learning,...

• However, NN search in high-dimensional datasets is challenging due to the 

“curse of dimensionality” phenomenon.

• In practice, Approximate NN (ANN) search is often used as an alternative, 

sacrificing some query accuracy to achieve a huge improvement in efficiency.
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The core idea of LSH-based methods for ANN search
... High-dimensional original 

space

Locality-Sensitive Hashing

functions

(𝐿 ∗ 𝐾)

𝐻1(𝑜) 𝐻2(𝑜) 𝐻𝐿(𝑜)......𝐻𝑖(𝑜) = (ℎ𝑖1(𝑜), ℎ𝑖2(𝑜), . . . ℎ𝑖𝐾(𝑜))

𝑑 − 𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛

Low-dimensional projected

spaces

(𝐿)

... ... ...𝐾 − 𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛

Indexing phase

(Construct 𝐿 independent 

trees)

Query phase

(Search in 𝐿 projected spaces)Query Algorithm
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Mainstream LSH-based Methods

• Boundary constraint based methods (BC)

• Core idea: Each point is assigned into a hash bucket in the projected space, whose boundary is 

constrained by a K-dimensional hypercube. Among L hash tables, the point and query can be 

considered colliding as long as they are assigned to the same hash bucket at least once.

• Representative work: DB-LSH (ICDE 22, SOTA)

• Collision counting based methods (C2)

• Core idea: Construct L independent low-dimensional hash tables, and selects candidate points whose 

number of collisions with query is greater than a threshold t (t<L). 

• Representative work: R2LSH(ICDE 20)，VHP(VLDB 20)

• Distance metric based methods (DM)

• Core idea: Select candidate points based on distances to query in the projected space.

• Representative work: PM-LSH(VLDB 20)
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Motivation

• Previous LSH-based methods mainly focus on designing query strategies, but 

pay little attention to the index structure. 

• However, the index structure has a great impact on the performance of 

indexing and querying. 

• It is necessary to comprehensively consider the index structure and query 

strategies to support efficient index construction and query answering.

Can we design a novel tree structure and a novel LSH scheme that 

can be well adapted to support efficient and accurate ANN search?
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Main Contributions

• We present a novel encoding-based tree structure called Dynamic Encoding 

Tree (DE-Tree). DE-Tree has excellent indexing efficiency and can support 

efficient range queries. 

• We propose DET-LSH, a novel LSH scheme based on DE-Tree. We provide a 

theoretical analysis showing that DET-LSH answers a 𝑐2-𝑘-ANN query with a 

constant success probability.

• We conduct extensive experiments, demonstrating that DET-LSH can achieve 

better efficiency and accuracy than existing LSH-based methods. While achieving 

better query accuracy, DET-LSH achieves up to 6x speedup in indexing time 

and 2x speedup in query time over the SOTA LSH-based methods.
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Our Method: Dynamic Encoding Tree (DE-Tree) 

• Dynamic breakpoints selection: use QuickSelect algorithm and divide-and-conquer strategy to 

select breakpoints based on the data distribution.

• Encoding scheme: encode points into iSAX representations (256 symbols, 8-bit alphabet) based 

on the breakpoints.

• Tree construction: leaf nodes contain information about points, while internal nodes only contain 

index information.

(a) Encode data points into iSAX 

representations.

(b) An index based on the iSAX representations.
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Our Method: DET-LSH Overview (Encoding + Indexing)
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Our Method: DET-LSH Overview (Query)
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Our Method: DET-LSH
• Encoding phase

• 1. Generate 𝐿 ∗ 𝐾 hash functions. (𝐿 = 4,𝐾 = 16)

• 2. Project all data points into 4 indepentent 16-dimensional spaces.

• 3. Calculate the “breakpoints” of each project space.

• 4. Encode all data points in 16-dimensional projected spaces based on 

corresponding breakpoints.
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• Indexing phase

Our Method: DET-LSH
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Our Method: DET-LSH
• Query phase

• Input: a search radius 𝑟, the maximum number of 

candidate points 𝛽𝑛, a query point 𝑞

• 1. Calculate 𝒒𝒊 in all projected spaces (L=4).

• 2. Range query:

• For each projected space, use 𝑞𝑖 to search leaf nodes whose 

lower bound distances with 𝑞𝑖 are less than the search 

radius 𝑟

• Add all obtained leaf nodes to a priority queue, and sort 

them in ascending order according to their lower bound 

distance with 𝑞𝑖

...

𝑞

𝐻1(𝑜) 𝐻2(𝑜) 𝐻4(𝑜)

... ... ...

𝑞1 𝑞2 𝑞4

...

𝐻3(𝑜)

𝑞3

Priority queue
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Our Method: DET-LSH
• Query phase

• 3. Construct candidate points set 𝑺: 

• Continuously pop the leaf node from the priority queue, 

if its upper bound distance with 𝑞𝑖 is smaller than 𝑟, 

add all points belong to it into 𝑆 ; otherwise, traverse 

data points in the leaf node, and add the data points to 

𝑆 whose distances with 𝑞𝑖 are smaller than 𝑟. 

• The termination condition is that the number of points 

in 𝑆 equals to 𝛽𝑛 (we set 𝛽 = 0.1 in practice).

• 4.  Sort and return

• Sort and obtain the top-k candidate points in 𝑆 whose 

exact distances with 𝒒 in the original space are smaller 

than other candidate points.

• Return the top-k candidates as the results.

...

𝑞

𝐻1(𝑜) 𝐻2(𝑜) 𝐻4(𝑜)

... ... ...

𝑞1 𝑞2 𝑞4

...

𝐻3(𝑜)

𝑞3

Priority queue

Candidate points set

Sorting based on the 

exact distances with 𝑞

1st 2nd 3rd k-th......

Return the top-k candidates as the result
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Theoretical Guarantee
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Evaluation: DET-LSH v.s. LSH-based methods

While achieving better query accuracy than competitors, DET-LSH achieves up to 6x speedup 

in indexing time and 2x speedup in query time over the state-of-the-art LSH-based methods.



Network Technology Research Center
16

Evaluation: DET-LSH v.s. LSH-based methods
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DET-LSH has an advantage in indexing 

efficiency: it creates the index and answers 

30K-70K queries before the best competitor 

(i.e., HNSW) answers its first query.

Evaluation: DET-LSH v.s. Graph-based methods

DET-LSH’s index is almost 3x 

smaller in size than the index 

constructed by the competitors.

In this scenario that involves 

updates, DET-LSH is 2-3 

orders of magnitude faster

than HNSW and LSH-APG.




