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ABSTRACT

Instruction tuning has emerged as a critical paradigm for improving
the capabilities and alignment of large language models (LLMs).
However, existing iterative model-aware data selection methods in-
cur significant computational overhead, as they rely on repeatedly
performing full-dataset model inference to estimate sample utility
for subsequent training iterations. In this paper, we propose LEAD,
a framework that LEArns to select Data iteratively by accurately
estimating sample utility entirely within the standard training loop,
eliminating the need for additional model inference. At its core,
LEAD introduces Instance-Level Dynamic Uncertainty (IDU), a
theoretically grounded utility function combining instantaneous
training loss, gradient-based approximation of loss changes, and
exponential smoothing of historical loss signals. To further scale
efficiently to large datasets, LEAD employs a two-stage, coarse-to-
fine selection strategy, adaptively prioritizing informative clusters
through a multi-armed bandit mechanism, followed by precise
fine-grained selection of high-utility samples using IDU. Exten-
sive experiments across four diverse benchmarks show that LEAD
significantly outperforms state-of-the-art methods, improving av-
erage model performance by 6.1%-10.8% while using only 2.5% of
the training data and reducing overall training time by 5-10x.
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1 INTRODUCTION

Instruction tuning improves large language models (LLMs) by
fine-tuning on instruction-response pairs [2, 12, 37, 60, 75], aligning
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Figure 1: Comparison of Iterative Model-Aware Solutions.
Here, S; denotes the selected training subset at iteration ¢,
and D; denotes the full training dataset.

them with user intents and task formats to improve their gener-
alization to diverse tasks such as data preparation [69], question
answering [32-35], and data analysis [44, 48-52]. Beyond scale,
data quality is the primary driver of gains [2, 74], motivating au-
tomatic selection of informative subsets using diversity or quality
metrics [4, 11, 55, 66, 72]. However, such metric-only approaches
ignore model feedback and cannot adapt to the model’s evolving
state. In response, model-aware selection leverages model-derived
signals, either in a single shot (non-iterative) or across multiple
rounds (iterative) [59, 63]. Non-iterative methods select data once
based on initial model predictions, but their effectiveness is limited
as they do not adapt to model evolution during training [37, 67, 68].

In contrast, iterative model-aware data selection methods follow
a three-step loop (Figure 1). Within each iteration ¢, the process
unfolds as follows: Starting with selected samples (S;) and model
(M;—1) previously obtained in last iteration ¢ — 1, fine-tunes
the model M;_; on S; to produce an updated model M;;
estimates sample utility across the dataset using newly obtained
model M; feedback (typically through full-dataset inference); and
selects the next subset S;41 based on these utilities. This
process repeats, with the newly created S;4+1 and M;41 serving as
inputs to iteration t + 1.
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As shown in Figure 1-(ITPR(), most existing iterative model-
aware methods rely on explicit model inference to assess the utility
of samples. Specifically, after each training iteration, these methods
perform inference on every sample in the training set to derive feed-
back signals (e.g., model uncertainty scores) for utility estimation.
For example, the IFD [37] requires approximately 98 GPU-hours to
select data from a pool of 600K samples in a single round.

This predicament leads to a natural research question: Can we
retain the benefits of iterative model-aware data selection without
repeatedly performing costly full-dataset inference?

In this work, we posit that the answer is yes. As shown in Fig-
ure 1-P. our key insight is that during standard training, the
model first conducts a forward propagation step using the current
mini-batch of samples, computes the per-sample losses based on its
predictions, and subsequently updates its parameters via backward
propagation. Crucially, this training process naturally produces a
per-sample loss for each training instance in the mini-batch. In-
tuitively, this loss indicates how challenging a sample is for the
model. If we can cleverly harness these inherent training signals across
the whole dataset, we could estimate the utility of each sample
without additional inference (inference-free) (see Figure 1-
ETEXB)). This idea - leveraging training-time loss signals to guide
data selection — offers the potential to eliminate the full-dataset
inference stage while still adapting to the model’s training state.
However, realizing this idea in practice is challenging.

First, although using training-time losses allows us to avoid
explicit inference, a subtle yet fundamental issue arises due to a
timing misalignment. Specifically, as shown in Figure 1-§iS9p, the
training loss observed at iteration ¢ reflects the model’s performance
before updating parameters (model state M, ), whereas the utility
of selecting samples ideally should consider their usefulness after
the parameter update (i.e., Mg, at iteration ¢ + 1). This temporal
mismatch means that naively reusing pre-update loss signals may
not accurately reflect true sample utility after the next parameter
update. We term this issue as the temporal mismatch challenge (C1).

Second, raw loss signals can be noisy or unstable - they fluctuate
from one update to the next due to randomness (e.g., varying batch
composition) and the non-stationary nature of training, thus naively
trusting instantaneous loss values might lead to suboptimal choices.
This issue highlights the instability of loss signals challenge (C2).

Third, even if we eliminate separate inference steps, individually
estimating utility and selecting informative samples remains ineffi-
cient for large-scale datasets (e.g., containing millions of samples).
We denote this as the sample-level selection efficiency challenge (C3).

Our Methodology. We propose LEAD, a theoretically grounded
data selection framework that integrates the data selection process
into the model training loop and estimates sample utilities without
additional inference overhead (i.e., inference-free). To achieve this,
we first propose a sample utility estimation function called Instance-
Level Dynamic Uncertainty (IDU). IDU explicitly implements the
Estimate step depicted in Figure 1-(ISRE) by combining three
naturally available training signals: (1) the current training loss for
each sample, (2) gradient-based approximation, derived from gradi-
ent correlation approximations, to anticipate loss changes at the
next parameter update (addressing C1), and (3) historical loss trends
via exponential smoothing to reduce random noise and improve
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Figure 2: A High-level Overview of LEAD.

stability (addressing C2). Importantly, IDU is computed entirely us-
ing training-time signals naturally available during model updates
(losses and logits), thus incurring no additional inference overhead.
Finally, we derive the Lagrangian function and utilize complemen-
tary slackness conditions to determine the optimal parameters for
IDU rigorously. Guided by this theoretical foundation, our LEAD
framework employs a practical coarse-to-fine data selection strat-

egy (Figure 2).

Stage 1: Coarse-level Cluster Selection. Recall our third challenge
(C3) - efficient candidate selection at scale. To address this, we
first partition the dataset offline into clusters based on two widely-
used metrics: (1) instruction-following difficulty, measuring how
challenging each instruction is for the model [37], and (2) task-
level similarity, grouping semantically related instructions [39].
This clustering step is performed only once per dataset. During
training, LEAD employs a multi-armed bandit (MAB) algorithm [62]
to dynamically identify and prioritize clusters likely to yield higher
rewards — clusters containing samples with greater potential to
significantly enhance the model’s performance (addressing C3).

Stage 2: Fine-Grained Sample Utility Estimation and Selection.
Within each selected cluster, LEAD utilizes the IDU function to
estimate the utility of individual samples precisely. Specifically,
given the IDU scores computed based on the previously discussed
training signals (losses, historical trends, and gradient predictions),
LEAD prioritizes and selects samples with the highest IDU values.

Contributions. This paper makes the following contributions:

(1) Problem Formulation. We formally introduce the problem of Itera-
tive Data Selection with Inference-Free Utility Estimation, defining
a scenario where iterative model-aware selection is performed with-
out incurring additional inference overhead (Section 2).

(2) Instance-Level Dynamic Uncertainty (IDU). We propose a new
sample utility estimation function, IDU. It addresses the temporal
mismatch and instability of loss signals by combining current losses,
gradient-based approximation of loss changes, and exponential
smoothing of historical loss signals, all computed using naturally
available training signals without extra model inference (Section 3).

(3) LEAD Framework. We propose LEAD, a theoretically grounded
and efficient iterative data selection framework seamlessly inte-
grated into the standard model training process, eliminating re-
peated costly inference steps (Section 4 and Section 5).



(4) Theoretical Analysis. We rigorously ground our framework in
a Lagrangian optimization formulation, employing complemen-
tary slackness conditions and gradient correlation approximations
to derive theoretically optimal parameters for the IDU function,
ensuring both soundness and practical effectiveness (Section 6).

(5) Extensive Experiments. Extensive experiments across four diverse
benchmarks show that LEAD significantly outperforms state-of-the-
art methods, improving average model performance by 6.1%-10.8%
while using only 2.5% of the training data and reducing overall
training time by 5-10x (Section 7).

2 PRELIMINARY & PROBLEM FORMULATION
2.1 Data Selection for Instruction Tuning

Instruction tuning adapts a pretrained LLM My to follow in-
structions by fine-tuning on instruction-response pairs (x,y) € D:
ming By )~ [L(Mg(x),y)], where L is a task-specific loss func-
tion such as cross-entropy.

Static Data Selection for Instruction Tuning. Given a dataset
D, it selects a fixed subset D* C D under budget constraint B:
mingp«c p, | p*|<B E(xay)"‘Dtarget [L(Mg(x),y)], where Diarget de-
notes the target distribution. However, static methods cannot adap-
tively select samples based on the model’s evolving capabilities to
maximize learning effectiveness during training [2].

Iterative Data Selection for Instruction Tuning, Iterative data
selection interleaves model fine-tuning and data selection across
multiple iterations. Formally, given the model parameters ; at
iteration t, we adaptively select a subset S; C D based on a utility
function f(6;, x), which estimates the expected contribution of
each sample x to future model improvement (e.g., loss reduction).
The iterative selection problem can thus be formulated as:

T T
max Z Z fi(6r,%), st Z IS¢| < B, (1)
{S1.-..51} =

""" t=1 xeS;

where B is the total sample selection budget allowed during training.

Existing methods typically estimate the utility f;(6;, x) by per-
forming full-dataset inference at each iteration. Specifically, after
fine-tuning the model on selected samples S;, traditional methods
explicitly run inference on the entire dataset O using the updated
model parameters 6; to compute utility scores:

f:(6:,x) = g(Infer(0;, x)), Vx € D, 2)

where Infer(6;, x) denotes inference (e.g., loss or uncertainty com-
putation) and g(-) maps inference results to utility values.

Consequently, the next subset S;11 is selected as:

St+1 = argmax Z ft(0r,x), st |Si/ <k, T-k<B. (3)
StCD, \53|Skxez)

Note that in iterative data selection, we typically assume a fixed
selection size k per iteration, constrained by the total selection
budget B. Thus, the number of iterations T and the selection size
per iteration k satisfy the relation T - k < B.

2.2 Problem Formulation

Definition 2.1 (Iterative Data Selection with Inference-Free
Utility Estimation). Given a total sample selection budget B, our

objective is to identify subsets {St}thl that maximize the cumulative
estimated utility, where the utility function f;(0;—1,x) is computed
exclusively from training-time signals (e.g., training losses or logits)
without incurring additional inference overhead:

T T
mas D3 filbenx), st YISISB @
(8157} t=1

""" t=1 xeSy
Specifically, at each iteration t, the utility estimation f;(6;—1,x)
utilizes the loss signal computed using model parameters 0;_1 imme-
diately after the forward propagation step, but before the backward
propagation (parameter update). Thus, no additional inference is re-
quired to estimate utilities for data selection at iteration t.

Our goal, therefore, is to design accurate and stable inference-
free utility estimation methods. For simplicity, we use f; (6;—1, x)
and f(0;-1, x) interchangeably when the context clearly refers to
data selection at iteration ¢.

3 INSTANCE-LEVEL DYNAMIC
UNCERTAINTY UTILITY

Designing an effective inference-free utility function f(6;-1,x)
requires addressing two fundamental challenges as discussed in
Section 1: (C1) the temporal mismatch between pre-update loss
signals and their actual post-update utility, and (C2) the instability
of instantaneous loss signals due to random fluctuations and noise.

To tackle these challenges, we first define a baseline utility func-
tion based on a loss-based uncertainty metric, and then introduce an
improved formulation, termed Instance-Level Dynamic Uncertainty
(IDU) utility function, which explicitly addresses these limitations.

Loss-based Uncertainty Estimation. Specifically, our approach
begins by formalizing Instance-level uncertainty through a loss-
based formulation. Formally, given an instruction-response pair
(x,y), we define the Instance-level Uncertainty (IU) [22] at training
iteration t as the empirical cross-entropy between the model’s
current predictive distribution and the ground-truth response:

T
1
IU (0, ylx) = L(0r,x) = = 3 log po, (1 Ix. 1.t ). (5)
j=1

where T is response length, tjy refers to the j-th response token,
and pg, the model’s token-level predictive probability distribution.

IU naturally corresponds to the training-time negative log-likelihood

loss, providing a direct and computationally free baseline. However,
IU alone cannot effectively handle challenges (C1) and (C2).

Instance-Level Dynamic Uncertainty. To explicitly mitigate
both temporal mismatch (C1) and instability (C2) of loss signals, we
introduce the Instance-Level Dynamic Uncertainty (IDU), which in-
corporates exponential smoothing of historical losses and gradient-
based approximation of loss changes. Formally, given subset S; at
iteration ¢, IDU for sample x is recursively defined as:

f(0t-1,x) =IDU (6;-1,x)
= (1-b) - [L(Os_1,%) + AL’ (0, %) | +b - IDU (6,5, x)

—_— —— —— —_—
IU at 6,4 Utility Change Historical Utility

Estimated Utility at 6,

(©)
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Figure 3: An Overview of the LEAD Framework.

where b € [0, 1) controls the balance between current and historical
signals, L(6;—1, x) is the IU computed using model parameters 6;_1,
and AL’(6;, x) is an approximation of the expected utility change,
defined as: AL’ (6;,x) = L(0¢, x) — L(0;-1, x).
We have the following key clarifications regarding Eq. (6):
o The instantaneous loss L(6;—1, x) is computed naturally during
forward propagation at iteration ¢, requiring no extra inference.
e The AL’(6;,x) denotes the anticipated loss change from 0;_; to
0;. Importantly, this estimation leverages only readily available
gradient and historical loss information collected at iteration
t — 1, ensuring no extra inference is performed at iteration t.

IDU effectively resolves both fundamental challenges through
two carefully designed components:

e Utility Change Estimation (Gradient-Based approxima-
tion). To address temporal mismatch (C1), IDU explicitly es-
timates the expected utility change (AL’ (6;, x)) between con-
secutive iterations. Instead of performing additional inference
passes with updated parameters (6;), we leverage gradient-based
approximations derived from backward propagation at iteration
t — 1 to estimate the loss at iteration ¢.

Historical Utility (Exponential Smoothing). To tackle insta-
bility (C2), IDU incorporates historical uncertainty signals using
an exponential smoothing mechanism. Rather than depending
solely on instantaneous IU values, IDU maintains an exponen-
tial moving average of previous utility estimates (IDU (6; -2, x)).
This significantly reduces fluctuations caused by random noise
and local minima encountered during training.

We will elaborate on the details of computing IDU and optimizing
the coefficient b of the IDU utility function in Section 5.1.

4 LEAD: LEARNING-TO-SELECT DATA
ITERATIVELY

We first present an overview of LEAD (Section 4.1), followed by
the three key components enabling inference-free iterative data
selection (Section 4.2). Finally, we describe how these components
systematically interact during iterative training (Section 4.3).

4.1 LEAD Framework: An Overview

LEAD adopts a coarse-to-fine strategy. It first performs a one-time
dual-level data clustering to cluster data by difficulty and task simi-
larity. During training, an online selector combines a Multi-Armed
Bandit (MAB) scheduler with our IDU function, enabling model-
aware selection without repeated full-dataset inference.

Dual-Level Data Clustering (Offline). As shown in Figure 3-(A),
we first partition the dataset into clusters based on two dimensions:
instruction-following difficulty [37] and task similarity [39].

The goal is to align the training data with the model’s evolving
capability while maintaining task diversity. Concretely, at each
training iteration, we first select a difficulty-level cluster that best
matches the model’s current learning capacity. This ensures that
the model is always trained on samples of appropriate challenge,
facilitating stable and efficient learning progression. Within the
selected difficulty cluster, we further sample across different task
clusters proportionally. This allows the model to be exposed to a
diverse set of tasks at the same difficulty level, helping improve
generalization and prevent overfitting to narrow task types. This
dual-level clustering is conducted offline, incurring no additional
computational overhead during online training.

(1) Difficulty-aware Instance-level Clustering. To align training sam-

ples with the model’s current capability, we use the Instruction-
Following Difficulty (IFD) [37], a widely adopted metric [36, 43, 68]
for quantifying conditional complexity of instructions, to evaluate
instance-level difficulty. IFD evaluates instance-level difficulty by
comparing how challenging an instruction is for the model. Ad-
ditionally, PPL [36], a fundamental metric in language modeling,
quantifies how well a model predicts a sample, with lower perplex-
ity indicating a better and more confident prediction. The IFD score
leverages perplexity to assess the difficulty of instructions relative

to the model’s capacity. Formally, given an instruction-response
PPL(yl|x)
PPL(y)
PPL(y | x) and PPL(y) denote the perplexities of generating the
y with and without the x, respectively. Using these IFD scores, we

group training samples into clusters through kmeans algorithm

pair (x,y), the IFD is computed as: IFD(y | x) = , where



and use the silhouette coefficient to determine the optimal number
of clusters k.

(2) Similarity-based Task-level Clustering. Within each difficulty clus-
ter, we further conduct finer-grained clustering based on task simi-
larity to encourage the model to learn diverse task types of com-
parable difficulty, similar to how students study multiple subjects
within the same grade. Specifically, we extract task-specific em-
beddings from instructions by emphasizing task-defining terms
(e.g., key verbs and nouns), following the approach in [39]. We then
apply the K-means [52] to group instructions by task similarity.

Coarse-to-Fine Data Selection (Online). During the training, as
shown in Figure 3-(B), LEAD implements a coarse-to-fine selection
process designed to maximize utility and training effectiveness
under a given total sample budget.

(1) Coarse-Level Cluster Selection (via MAB). At each training iter-
ation t, we first employ a Multi-Armed Bandit (MAB) algorithm
(specifically EXP3, detailed in Section 5.2) as a coarse-level sched-
uler to guide the exploration process. Its role is to dynamically
prioritize one difficulty-level cluster that is most beneficial to the
current model state. The MAB algorithm leverages a self-guided
IDU-based reward signal, directly measuring the reduction in IDU
scores derived from training on previously selected clusters, allow-
ing the model to adaptively focus on the most beneficial cluster for
the subsequent fine-grained selection.

(2) Fine-Grained Sample Selection (via IDU). After identifying the op-
timal difficulty-level cluster, we distribute the selection budget
across its finer-grained task clusters. Specifically, we select the most
informative samples from each task cluster based on their current
IDU values (see Section 5.1), thus ensuring efficient fine-grained
selection of training data at iteration t.

These selected samples form the subset S; used to fine-tune
the model at iteration ¢. After training, the model parameters are
updated from 6;_1 to 6;, and the MAB rewards are updated accord-
ingly, ensuring the LEAD framework continuously improves its
data selection strategy.

4.2 LEAD Framework: Core Components

(1) Instance-Level Dynamic Uncertainty (IDU) Utility. To es-
timate sample utility efficiently without additional inference, we
introduce the Instance-Level Dynamic Uncertainty (IDU) metric.
IDU combines exponential smoothing of historical losses and a
gradient-based approximation of loss change, effectively addressing
the temporal instability and inference overhead challenges inherent
in traditional iterative selection methods (see Section 5.1).

(2) Adaptive Data Selection via MAB-Integrated Training
Scheduler. To integrate coarse and fine-grained selections seam-
lessly, we employ the EXP3 algorithm to dynamically balance ex-
ploration and exploitation among clusters. The MAB scheduler
dynamically prioritizes clusters demonstrating higher historical
utility gains, thus efficiently adapting to the model’s evolving learn-
ing capabilities (further described in Section 5.2).

(3) Self-Guided IDU-Based Reward. To guide the coarse-level
cluster selection via MAB, we propose a novel reward function
based on the reduction of IDU achieved by training on a given
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cluster without the need for external validation steps and additional
inference (Please refer to Section 5.3 for details).

4.3 Training Iteration Workflow of LEAD

The LEAD integrates iterative data selection with LLM instruction
tuning. Each training iteration t within LEAD comprises four steps.

Step 1: Difficulty-Aware Cluster Selection. Select the optimal
coarse-level difficulty cluster C; via the MAB-EXP3 algorithm,
guided by the reward derived from previous training iterations,
reflecting the cluster’s historical effectiveness.

Step 2: Fine-Grained Sample Selection. Within the cluster C;-,
utilize the IDU function to select the top n; most informative
samples. These samples form the training subset S;. For example, in
Figure 4, at iteration 6y, samples with the highest initial IDU scores
(labeled as S7) are chosen for training.

Step 3: LLM Instruction Tuning. The selected samples (S;) are
used to fine-tune the model parameters, transitioning from the
current parameters 6;_1 to the updated parameters 6;.

Step 4: Reward and Utility Updates. After fine-tuning, trained
samples typically show decreased IDU scores, reflecting reduced
informativeness. This reduction serves as the training reward. As
shown in Figure 4, lowered IDU scores of previously selected sam-
ples (e.g., S1 at 6y and Sy at 01) prompt dynamic selection of new,
more informative samples for subsequent iterations (e.g., Sz to S3).
Finally, both IDU scores and the MAB weights are updated accord-
ingly, guiding the sample selection process in future iterations.
Through this structured workflow, LEAD continuously and adap-
tively selects the most beneficial samples at each training step.

5 THE DESIGN DETAILS OF LEAD

We first show how to optimize our IDU utility under a budget con-
straint (Section 5.1), followed by an adaptive data selection sched-
uler via MAB algorithms (Section 5.2), and finally, a self-guided
IDU-based reward for cluster evaluation (Section 5.3).

5.1 Instance-Level Dynamic Uncertainty
Optimization under the Budget Constraint

In Section 3, we introduced the IDU utility (Eq. (6)) for estimating
sample utilities in iterative data selection. Note that our LEAD aims
to iteratively select subsets of samples with the highest cumulative
utility gain, defined as the expected reduction in average IDU at
each iteration (AIDU;) under a total budget constraint B. Formally,
our optimization problem can be defined as follows.



PROBLEM 1 (BUDGET-CONSTRAINED IDU UTILITY OPTIMIZATION).
Given a total selection budget B, our goal is to maximize the cumula-
tive expected utility over T training iterations:

T T
IgaTxZE[AIDUt], s.t.ZE[nt] <B @)
’ t=1 t=1

where E[n;]=a-(1-b)-[C|- (1+CV?) - (1+0(y)) (8)

Here, n; denotes the number of samples selected at iteration t, a is
the sampling ratio, b € [0,1) is the smoothing parameter controlling
the influence of historical utility, |C| is the average cluster size, and

CV2 = % Zf:l % quantifies variability among cluster sizes.
To solve this problem, we construct a Lagrangian function in-
corporating the budget constraint and apply the complementary
slackness condition to derive the optimal smoothing parameter b*.
Specifically, the optimal smoothing coefficient b* that maximizes
cumulative utility gain under the budget constraint is given by:
% B
br=1- «-|C|-T-(1+CV2)
justification of b* are provided in Theorem 6.1 (Section 6).

In practice, to effectively implement the optimal solution to our
budget-constrained utility maximization problem, we first derive
the optimal smoothing coefficient b* from the theoretical analy-
sis above. However, to fully instantiate our IDU utility function,
we must also efficiently estimate the utility changes (AL’ (6;, St))
between consecutive training iterations, as this term directly con-
tributes to computing the cumulative utility gain AIDU;. Directly
calculating these utility changes would typically require additional
inference steps, violating our zero-cost constraint.

To address this, we introduce the gradient-based approximation
of utility change, as discussed below.

. The detailed derivation and theoretical

Gradient-Based Approximation of Utility Change. Our ap-
proach efficiently utilizes gradient information computed during
standard model training, thus requiring no extra computational
resources beyond regular forward-backward propagation.

Formally, consider a subset of samples S;. When model parame-
ters are updated from 6;_; to 6;, the average uncertainty change
(utility change) AL(6;, S;) can be approximated as follows:

THEOREM 5.1 (UTILITY CHANGE APPROXIMATION). For a given
sample subset S;, the utility change from parameter update 6;_1 to
0; can be approximated as:

AL (00.50) = 757 3 (L0k3) = L(0p-1.)

xX€S;

~ = | B0, + (1= B)261-1 + 28(1 — H)B1. 511 cos |
©

where 1) is the learning rate, 8y, and ;—1 denote historical gradient

norms, and ¢ is the angle between consecutive gradient directions,
AQZTI(ABI,I

given by: cos ¢ = rgRg, -

This approach ensures that our utility estimation remains effi-
cient, accurate, and fully integrated into standard model training
workflows. The complete derivation of this gradient-based approxi-
mation method is presented in Theorem 6.4 (Section 6).

While the above approximation method significantly enhances
efficiency, its accuracy critically depends on selecting an appro-
priate approximation coefficient . To further refine our method,
we analytically derive the optimal approximation weight f* that
minimizes approximation error.

Optimal Approximation Coefficient *. Formally, we define the
approximation error function as: J(f) = ||AL(6;, S;) = AL’ (6, S:)||%.
Minimizing this error function leads us to the theoretical f*:

THEOREM 5.2 (OpTIMAL WEIGHT f*). The optimal approximation
weight f* minimizing the error function J(f) is given by:

5 = St—1 = /01 Or-1c08 @
Sty +81-1 — 24/8,,8¢—1 cos ¢

Detailed proofs and analyses regarding the derivation of this
optimal coefficient are provided in Theorem 6.4 (Section 6).

Finally, to rigorously evaluate the theoretical guarantees and
practical utility of our gradient-based approximation, we establish
a formal approximation error bound as follows.

(10)

Approximation Error Bound. We bound the approximation error
between the approximated loss L” and the true loss L.

THEOREM 5.3 (APPROXIMATION ERROR BOUND). With the optimal
weight [3*, the error between the approximated loss L’ and the true
loss L satisfies:

IL’ (67, x) = L(6;, %) < €taylor T €approx »
where:
e L'(0;,x) = L(0i=1,x) + AL’ (0¢,S¢)
* Ciaylor = 31° - maxg [|VEL(6, x)|| - [|VL(S;, 6-1)|? is the error
from Taylor expansion.
e eqpprox = 1+ [IVL(S;, 0i—1) — (B* - VL(Siy, 0j—1) + (1 = %) -
VL(Si—1,0i—2))||? is the error from gradient approximation.

5.2 Adaptive Data Selection via MAB-Integrated
Training Scheduler

In this section, we propose a novel training scheduler for the LEAD
framework that integrates the Multi-Armed Bandit (MAB) algo-
rithm with our IDU utility function. The scheduler adaptively se-
lects training data clusters based on their evolving informativeness.

Step 1: Difficulty-Aware Cluster Selection. Initially, we set the
weights W = {wy, wa, ..., wg } for all clusters categorized by diffi-
culty level, where w; denotes the weight of cluster C; and K is the
number of clusters. To assess the difficulty score of each cluster, we
employ the EXP3 [3] algorithm for the cluster selection. Specifically,
for each iteration ¢, we first calculate the cluster score DC; (i) of the
cluster C; based on the cluster weight w;, and then select a cluster
(arm) DC; with the highest score DC. The DCy (i) can be computed

as:
Deuti =1y
(1) = =Y) —F—— t =
K @)
St K
where y controls the exploration-exploitation trade-off.
The selected cluster at iteration ¢ is the one with the highest

probability: Cj+ = arg max;¢ (1 ] DCt(i).

(11)

Step 2: Sample Selection with IDU. After selecting a cluster C;
with the highest DC score, we apply our previously introduced



IDU utility function to sample the most informative subset Bc,
within the selected cluster C;. Specifically, we select samples with
the highest IDU scores to maximize utility gain at each iteration.

Step 3: Model Training and Reward Computation. Using the
selected subset Bc,, we train the large language model during it-

(t)

eration ¢. Once training is complete, we compute a reward r;
to quantify the model’s improvement resulting from the selected
samples (Please refer to Section 5.3 for details).

Step 4: Cluster Weight Updates for Next Round Selection.
(t)

After obtaining the reward r;"’, we update the cluster weights

wl.(Hl) according to EXP3 update rule:
(1) A
e _ [ e (ko). 1=t (12)
(N ) .
w7, otherwise

This adaptive weight-update mechanism ensures clusters that
consistently yield high utility are progressively favored in subse-
quent iterations, achieving adaptive training data selection.

5.3 Self-Guided IDU-Based Reward

An effective reward function is critical to guiding effective clus-
ter selection within the MAB framework. Ideally, such a reward
should precisely capture each cluster’s direct contribution to model
improvement, while remaining computationally efficient and fully
integrated into the training process.

Hence, we propose a Self-Guided IDU-Based Reward, leveraging
our IDU utility to quantify each cluster’s contribution to model
improvement without additional inference overhead. Formally, the
reward for training on cluster C; at iteration ¢ is computed as:

r' = InfoGain(Cy, t) = Bx,ec; [IDU(6-1,x:) — IDU (67, x1)], (13)

i
where 0;_1 and 6; represent the model parameters before and after
training, respectively. To maintain numerical stability and consis-
tent scaling, rewards are further normalized to the range [—1, 1]
via min-max normalization.

Compared to traditional reward designs [9], our self-guided re-
ward integrates into the standard training loop, accurately reflects
dynamic model improvements at no additional inference cost, and
significantly simplifies the reward computation.

6 THEORETICAL GUARANTEES

In this section, we analyze the theoretical guarantees of our IDU
utility and the LEAD framework.

6.1 Optimal Smoothing Coefficient

We now analyze the optimal smoothing coefficient for the budget-
constrained IDU optimization (PROBLEM 1, presented in Section 5.1).

THEOREM 6.1 (OPTIMAL SMOOTHING COEFFICIENT). The opti-
mal smoothing coefficient b*:

B
Pr=1-— (14)
noT - (1+CV?)
whereng = a - |C| is the expected batch size without smoothing and
heterogeneity effects.

Under a total budget B, we propose the optimization problem:

T T
max Z AIDU;,  st. Z n; <B (15)
bT t=1 t=1
R = AIDU, = —(1 - b)n;|S:|¥%;. (16)

The specific simplification process can be referred to as Lemma 6.2.

Step 1: Estimate sample size selected in the t-th round n;.
E[n;] can be simplified as follows (see Lemma 6.3 for details):

el

Eln;]l=a-(1-0) -
! K 1cil

-(1+0(y)) (17)

Step 2: Estimate the expectation of utility gain AIDU;. Accord-
ing to the Eq. (16) and Eq. (17), we can further obtain E[AIDU;].

T

T
ZE[AIDUt] =—ng-(1-b)%- (1+CV?)- Z ndr  (18)
t=1 t=1

Step 3: Redefine objective and constrained condition.

T

T
rgaTxZE[AIDU,], st. ZE[n,] <B (19)
ot=1 t=1

where E[n;]=a-(1-b)-|C|-(1+CV®.-(1+0(y)) (20)

Let 76 = % Zthl nt6t, The budget constraint becomes:

T T
E[n] = ng- (1-b)-(1+CV?) <B (21)
t=1 t=1

Step 4: Solving optimal b* and T*. We formulate the Lagrangian:

L(b,A) =E[AIDU;] — A(E[n;] — B) (22)
oL _ B
E-O:Zaé-(l—b)—)t (23)
We require 0 < b* < 1, which implies:
B
o= | e “

LEmMA 6.2 (BaTcH UTILITY CHANGE DECOMPOSITION). The
utility change for batch Sy under the smoothed utility function can
be expressed as:

(1= b)ne|Se ¥ + 5181821 (1= b7, <5

AIDU; =
! {—(1—b)f7t|5t|‘1’t, t>5

where ¥; denotes the gradient alignment term:
¥y = ﬁ%&k + (1= Be)28-1+2B: (1= Br) O1 Or-1cos¢  (26)

Proor. For any x € S;, AIDU;(x) can be decomposed as:

t-3
AIDU; (x) = (1 = b)AL(6;,x) + b(1 - b) Z bEAL(6,_y_j, x)
k=0
+(1-b)b "1 IDU (6, x) (27)

When t > 5, the exponential decay term b*~! becomes negligible:
AIDU; = —(1 — b)n:|S¢ Y (28)



O

LEMmMA 6.3 (EXPECTED SAMPLE S1ZE UNDER MAB MECHA-
NIsMm). In the MAB framework using EXP3 for cluster selection with
smoothed utility, the expected sample size per round E[n;] satisfies:

Bln]=a-(1-b)-IC[- (1+CV*) - (1+0(y)) (29
where a is the sampling rate, b is the smoothing coefficient, |C;| is the
size of cluster i, and y is the exploration rate in function 11.

Proor. The reward signal for selecting cluster i at time ¢ is:
R = AIDU; o (1 - b)|C;| (30)

From the weight update Eq. (11) and Eq. (12) in the MAB EXP3
algorithm. As the algorithm converges to steady state, the weights
stabilize such that:

() t-1 (7)
W. Y Ri
K o <P (Z K <r>) 6D
j=1 ] =1 Pi
) (1—y)(1—b)|C| _a b)|C|+O
i =K 1 o~ —x - +toW) (32)
Zfl(l—b)|c| K 25{1|CJ|
The expected sample size in round ¢ is:
(*) T Gl
E[n] = aZp ICil =a(1-b) 2 ——+0(y)  (33)
K161
Since Zi:l |Ci| = N (total dataset size), we can express this as:
Bind=a (1-)- 22190 o) (54
Jd=a-(1-b). 221170
pyer
O

6.2 Loss Changes in Gradient-Based Approximation

Recap that we have introduced utility function Eq. (6) in Section 3,
In this section, we try to approximate the loss reduction AL’ (6, x).

THEOREM 6.4 (IU CHANGE APPROXIMATION). For any sam-
ple set S;, the average uncertainty change AL’ (6;,S;) when model
parameters update from 0;_1 to 6; can be approximated as:

5; = AL’(@;, St) (35)
= [ B8, + (1= p)281-1 + 2801 = PV Bi1 cosg| - (36)

where ¢ is the angle between parameter update directions A8y, and

AOF A6,
Abr—1, with cos ¢ = yxgag, -

St—1 = /0y Ot-1c08 ¢
5tk + 5[—1 - 2\)5[k5t_1 COS¢
Step 1: Simplify the loss change.

L(0,%) = L(O-1,%) + VL(0r-1,%) T (0 = 0;-1) (38)

B = (37)

Averaging over all samples in S;:

8t = AL’ (01, St) = —nel|VL(0—1, Sp) |12 (39)

Step 2: Approximate the gradient.
VL' (St,0;-1) = B+ VL(Sty, Opp—1) + (1 = f) - VL(S;-1,60;-2),  (40)

where t;. is the most recent step when Cj. was previously selected,
Cy. is the cluster selected at step t.

Step 3: Solving optimal * to obtain final IU Change Approx-
imation AL’ (6, S;).

J(B) = IVLs = (BVLy + (1 = B)VLe—1) |I? (41)
Setting j_/]g = 0 yields the optimal coefficient:

51_1 - \)5[](51_1 COS¢
t +01-1 = 24/8,,. 8,1 cos ¢
The loss change is then approximated as:

(B2 8 + (1= ) 81+ 2 (1= B*) /81,.61—1 cos </)].
(43)

B =

7 EXPERIMENTS
7.1 Experimental Setup

Data Pool. To simulate realistic and diverse training scenarios,
we construct two large-scale and heterogeneous data pools corre-
sponding to different modalities.

(1) Text Data Pool comprises approximately 600,000 samples.
Our dataset integrates multiple well-established public sources,
including WizardLM (ShareGPT) [45], WizardLM (Alpaca) [45], Ul-
traChat [21], Standard Alpaca [61], unnatural [28], Alpaca code [13],
MATH [27], GSM8K [20]. We closely follow Tulu [64] to process
these datasets. All methods will select data from this pool for LLMs’
instruction tuning.

Benchmarks and Metrics. We evaluate our method on four repre-
sentative tasks aligned with the multi-task training pool but drawn
from distinct distributions, reflecting key LLM capabilities.

e Code Generation. We use HumanEval [16] to evaluate the code-
writing capabilities of LLMs. Performance is measured via the
widely adopted pass@1, pass@5 and pass@10 metric.

e Math Reasoning. We use GSM8k [20] to evaluate the mathemat-
ical abilities of models. We adopt an 8-shot setting and evaluate
performance using the exact match accuracy metric.

e Multi-task Knowledge and Reasoning. We evaluate on
MMLU [26], which consists of a range of multiple-choice academic
questions. We report accuracy as the metric.

e Cross-lingual Question Answering. To assess multilingual
understanding, we utilize the TYDIQA [19]. We report F1 scores
for passage selection and answer span extraction tasks.

Baselines. We study several existing state-of-the-art methods as
our baselines for data selection.

(1) Full Data: Train the model using the entire data pool.

(2) Random Selection [68]: Randomly selects training samples.

(3) Instruction-Following Difficulty (IFD) [37]: Selects samples based
on a complexity metric measuring instruction-following difficulty.

(4) Perplexity (PPL) [36]: Prioritizes uncertain samples with high
perplexity.

(5) K-Center-Greedy (KCG) [57]: Maximizes diversity by iteratively
choosing the sample farthest from the current selection.

(6) SelectIT[42]: Selects samples via uncertainty-aware self-reflection
during instruction tuning.



(7) Token Length (TL)[68]: Selects samples with the longest response.

(8) ZIP [71]: prompting a strong LLM to estimate and select samples
based on quality, relevance, and complexity scores.

(9) DiverseEvol [66]: Iteratively selects the most diverse samples
using a K-Center-based strategy to self-evolve model performance.
(10) MIG [17]: Selects samples by maximizing information gain in
semantic space using a label graph to balance quality and diversity.

Implementation Details of LEAD. We evaluate LEAD using three
foundational models (LLAMA-3.1-8B, Mistral-7B and Qwen2-7B)
and utilize Low-Rank Adaption (LoRA) [29] for parameter-efficient
fine-tuning. The maximum learning rate is set as 2 x 107> with
a linear decay schedule, and the batch size is 8. We also fix the
maximum input sequence length to 3080. Models are trained for 4
epochs on 4 H800 GPUs. For the MAB setting, the number of arms
is set to 7. The maximum sampling budget of LEAD is 15K.

7.2 Exp-1: Overall Performance

We first evaluate LEAD and all baseline methods using the same
budget of 15K samples, corresponding to 2.5% of the data pool.
Table 1 summarizes the evaluation results across four bench-
marks and model architectures (LLaMA3.1-8B, Mistral-7B, and
Qwen2-7B). Overall, LEAD consistently outperforms state-of-the-
art baselines on most benchmarks, demonstrating its effectiveness.

(1) Consistent Effectiveness of LEAD across LLMs. LEAD consis-
tently improves performance across LLMs: on LLaMA3.1-8B it
reaches 66.62 (+6.31 over full data), with similar gains on Mistral-7B
(+10.75) and Qwen2-7B (+6.09), confirming its robustness across
architectures. Interestingly, we observe that perplexity-based selec-
tion performs well on GSM8K for stronger models like LLaMA3.1-
8B and Qwen2-7B, but degrades on Mistral. This is likely due to
its tendency to sample from uncertain regions of the data pool:
strong models may already be confident on general-domain tasks
and thus focus on math-relevant instructions, while weaker models
like Mistral exhibit uncertainty across all domains, leading to task
conflicts and catastrophic forgetting. LEAD avoids this issue by
balancing instruction difficulty and task diversity, resulting in more
stable gains across models.

(2) 2.5% of Data is All You Need. LEAD achieves these gains us-
ing only 2.5% of data, challenging the conventional assumption that
larger datasets produce superior results. Specifically, our method
outperforms full dataset training (Full Data baseline) across all
model and benchmark settings. For example, On TYDIQA, it im-
proves by 22.33, 29.15, and 12.63 points across the three models,
respectively, demonstrating that selected instruction samples can
lead to more effective learning.

(3) Outperforming State-of-the-art Baselines. LEAD outperforms
both static and iterative selection methods with consistent effective-
ness across models and benchmarks. While certain static methods
demonstrate competitive performance in isolated settings (e.g., Se-
lectIT on LLaMA3.1-8B and PPL on Qwen2-7B), their effectiveness
is often inconsistent across beckbones. Iterative methods generally
achieve more stable results, yet LEAD attains the highest average
performance. Although random sampling appears competitive in
some cases, it suffers from high performance variance across runs.
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Figure 5: Inference time (Full Data) and training time (Se-
lected Data) per iteration across different methods.

In contrast, our approach maintains consistent high performance
across the benchmarks.

7.3 Exp-2: The Efficiency of LEAD

We evaluate the efficiency of LEAD compared to baseline methods
(PPL, KCG, IFD, SelectIT, and ZIP) across four benchmarks. Note
that we exclude Random and TL from this comparison, as these
methods incur minimal computational overhead and were shown to
perform significantly worse in Exp-1. We report the overall latency
of all methods with one round of selection iteration on average.

Exp-2.1: Performance vs. Latency. We compare performance
and inference latency (in log; scale) across different methods. As
shown in Figure 8, LEAD (marked with a star) consistently achieves
the best performance-latency trade-off, occupying the upper-left
region of each plot. LEAD delivers a roughly 5x faster inference
time compared to baselines, while maintaining top performance on
benchmarks like TYDIQA, GSM8K, and HumanEval.

Exp-2.2: Analysis of Latency Composition. Figure 5 compares
latency components (inference and training) of different methods.
Inference time constitutes the computational bottleneck for tradi-
tional methods (e.g., IFD: 98.0 hours), due to repeated full-dataset
inference at each selection iteration. In contrast, LEAD requires
inference only once (10.3 hours) for initial selection, eliminating
subsequent inference overhead via inference-free IDU estimation.

7.4 Exp-3: Static vs. Iterative Data Selection

These experiments validate the necessity of iterative data selection.

Exp-3.1: Dynamics of Sample Utility over Training. We first
track the overlap of samples initially identified as valuable (iteration
0) with the top-k samples in later iterations (1, 4, 7, and 10). As
illustrated in Figure 6, the coverage rate for k=15,000 increases
initially (from 0.77 to 0.98 at iteration 4), but significantly declines
(to 0.67) in later iterations. These results underscore the dynamic
nature of sample utility and the necessity of adapting data selection
to the model’s evolving state.

Exp-3.2: Performance of Static and Iterative Selection. We
further compare the performance between one-round (static) and
iterative selection strategies (Table 2). Iterative LEAD (IU) con-
sistently surpasses One-round LEAD (IU), achieving an average
improvement of 1.17 points (64.33 vs. 63.16). This performance gap
confirms that iterative data selection is essential, as the utility of
training samples dynamically changes throughout model training.



Table 1: Comparison of performance across different benchmarks with static data selection methods and iterative methods.
indicates improvements over the second-best baseline.

Benchmark (Metric) ‘ Static Data Selection Methods ‘ Iterative Methods

| Full Data Random PPL TL IFD SelectIT ZIP MIG | KCG DiverseEvol LEAD (Ours)

LLaMA3.1-8B
MMLU (Acc) 65.13 64.30 63.27 64.10 64.48 64.93 63.45 64.02 | 61.39 64.78 65.40
TYDIQA (F1) 50.94 40.91 41.89 4647 55.66 61.33 45.41 4993 | 43.12 48.84 63.24
GSMSK (EM) 56.63 54.80 56.32 54.28 43.52 54.89 57.32  53.76 | 51.73 53.96 60.88
HumanEval (Pass@10) 68.52 70.24 71.44 7399 70.40 69.33 67.68 70.02 | 69.80 73.45 76.95
Average 56.41 55.09 49.95 56.80 56.10 57.86 54.84 55.86 | 53.74 57.04 61.69 (+3.83)
Mistral-7B
MMLU (Acc) 61.45 61.68 62.38 6193 61.65 64.93 61.93 6147 | 61.02 61.32 62.10
TYDIQA (F1) 49.63 38.02 52.72 39.88 4141 36.79 42.04 40.02 | 39.79 42.19 67.17
GSMS8K (EM) 40.56 33.51 22.82 37.76  31.77 35.86 41.17 35.71 | 33.89 34.46 45.26
HumanEval (Pass@10) 58.37 57.35 54.68 60.54 52.05 58.15 6191 57.12 | 59.96 55.17 59.01
Average 47.04 43.34 43.87 46.46 43.34 45.60 47.67 45.01 | 45.14 43.99 51.73 (+4.06)
Qwen2-7B
MMLU (Acc) 70.54 69.85 70.70  70.52  70.03 70.32 70.54 70.26 | 70.64 70.36 70.19
TYDIQA (F1) 42.94 43.43 42.63 3891 35.00 43.80 34.51 4092 | 40.92 39.61 56.06
GSMSK (EM) 73.16 73.16 79.00 78.53 74.91 74.60 75.66 76.18 | 76.04 78.57 79.83
HumanEval (Pass@10) 82.56 79.51 78.44 80.79 81.94 78.14 83.91 7881 | 78.81 79.73 84.22
Average 62.20 61.69 62.37 6234 61.40 62.05 61.68 61.66 | 61.93 62.21 66.38 (+4.01)
Table 2: Comparison between IU and IDU. LEAD (IDU) refers Table 3: Ablation study of different modules on LLaMA3.1-8B
to LEAD using IDU as the utility function. One-round and and Qwen2-7B.

Iterative LEAD (IU) denote non-iterative and iterative vari-

ants of the IU approach. . | Module | Benchmarks | Average
| MAB TC IDU|MMLU TYDIQA GSM8K HumanEval |
hod ‘ Benchmarks ‘ A
Metho. verage v 64.83 59.84 54.81 72.13 62.90
| MMLU TYDIQA GSMSK HumanEval | v 6271 6131 5148 74.25 62.44
LEAD (IDU) 65.40 63.24 60.88 76.95 66.62 Vo 6413 6147 5792 74.93 64.61
One-round LEAD (IU) | 63.92 59.13 57.47 72.13 63.16 LLaMA3.1-8B | v v 65.10 55.88 57.99 74.41 63.35
Iterative LEAD (IU) 64.72 60.15 57.99 74.46 6433 v V| 6470 6646 5595 74.46 65.39
VoV | 6530 6429 5640 73.38 64.84
Vv /| 6540 6324  60.88 76.95 66.62
T os7 —@—Random ——IFD PPL —p—KCG v 69.17  42.61 78.09 75.10 66.24
2 10  —@mSelectT —¥=TL ZIP ==Ours v 69.87 3917 77.0 73.05 64.80
v o| 7005 4398 79.00 79.16 68.05
T ... 08 ~ Qwenz7B | v 7001 4585 7741 72.89 66.54
Q . \O
2 2651 v v | 7054 s016 7921 80.07 69.89
) v v 70.16 48.14 78.43 77.13 68.47
~ |}
al — Vo v/ | 7019 5606  79.83 84.22 72.58
e 0.31 0 % 601 ./.\
2 0.2 % L jA; : ‘
- 030 046 | 059 455 ’/F\’_\’ Table 4: Ablation study of LEAD framework.
= o}
. U U v o
1000 3000 6000 15000 g . . . Benchmarks
K Values ok 15k 20k 25k Method ‘ Replace Strategy‘ ‘Average
Data Budget | [MMLU TYDIQA GSM8K HumanEval |
Figure 6: Coverage of Top-k Figure 7: Avg performance by Reward IFD-MAB 6529 6531  51.02 72.13 63.44
samples between iter. t and varying training budgets. Function PPL-MAB 6552  67.17 5171 72.11 64.13
iter. 0. Random 6510  55.88  57.99 74.41 63.35
DU PPL 6413 4940  52.53 68.17 59.59
. . I 6472 60.15  57.99 74.46 63.56
7.5 Exp-4: Ablation Study of LEAD IFD 6492 5498  51.86 70.71 60.62
Exp-4.1: Ablation Study on LEAD Components. To validate the Random 6417 6146 5595 74.00 63.90
. . MAB Easy2Hard 6473 6032 5898 71.81 63.96
effectiveness of our proposed framework, we conduct an ablation Hard2Easy 6429 6196  56.65 7454 64.36
study on the LLaMA3.1-8B model and Qwen2-7B by systematically TC | General-Purpose | 6482 6214  56.28 74.25 64.37
removing individual modules of our LEAD framework. Ours | _ | 6540 6324 60388 G105 662

As shown in Table 3, removing any module leads to a perfor-
mance drop: average metric decreases by 1.78 (MAB), 1.23 (TC),
and 3.27 (IDU). The IDU module has the most pronounced impact, informative samples. Removing the TC module also degrades per-
particularly on TYDIQA (-7.36), underscoring its role in identifying formance across all benchmarks, confirming the value of semantic



clustering. The removal of the MAB module significantly affects
performance on the challenging GSM8K (-4.48), demonstrating its
role in balancing exploration and exploitation. For Qwen2-7B, the
same trend holds: removing IDU yields the largest drop (-4.52), fol-
lowed by MAB (-2.34) and TC (-1.92). Overall, the ablation study
highlights the effectiveness of each component within the LEAD
framework.

Exp-4.2: The Effectiveness of IDU Utility. To demonstrate the
effectiveness of IDU, we conducted comprehensive experiments
examining its performance from two perspectives.

First, to verify that IDU effectively smooths the instability issues
during iterative selection, we compared LEAD (IDU) against LEAD
(IU) on LLaMA3.1-8B. As shown in Table 2, LEAD (IDU) consis-
tently outperforms LEAD (IU) across benchmarks (+3.06%, 66.62
vs. 63.56), confirming its smoothing design effectively mitigates in-
stability. Second, to validate IDU’s superiority as a utility function,
we compared it against alternative utility metrics while keeping
other LEAD components intact. The results in Table 4 show that
replacing IDU with conventional metrics like PPL leads to dramatic
performance degradation (from 66.62 to 59.59). These findings high-
light IDU’s robustness as a reliable criterion for selecting high-value
samples across diverse tasks.

Exp-4.3: The Effectiveness of MAB Module. To assess the MAB
module’s contribution, we compare it against three baselines: (1)
Random-LEAD: random selection of difficulty-aware clusters per
iteration; (2) Easy2Hard-LEAD: iterative training from easy to hard
clusters based on difficulty scores; and (3) Hard2Easy-LEAD: itera-
tive training from hard to easy. For a fair comparison, all modules
except the training strategy remained consistent with the LEAD.

As shown in Table 4, our MAB training schedule significantly out-
performs the other three strategies, confirming its effectiveness in
dynamically balancing exploration and exploitation. By adaptively
selecting difficulty-aware clusters, MAB enhances both overall per-
formance and generalizability. In contrast, Easy2Hard-LEAD yields
the low score (63.96), highlighting the limitations of traditional cur-
riculum learning in instruction tuning, as a fixed progression from
easy to hard can hinder learning dynamics and lead to premature
convergence. Hard2Easy-LEAD performs slightly better (64.36), yet
still underperforms compared to MAB, indicating that prioritizing
difficult clusters does not guarantee optimal results.

Exp-4.4: The Effectiveness of Reward Function. We assess the
effectiveness of our proposed IDU-based reward by comparing it
with two widely-used reward metrics: IFD [37] and PPL [36]. As
shown in Table 4, our IDU-based reward consistently achieves the
best overall performance (average 66.62), surpassing IFD (63.44)
and PPL (64.13). This demonstrates that directly measuring the
reduction in instance-level dynamic uncertainty provides more
effective guidance for cluster selection than traditional metrics.

Exp-4.5: The Effectiveness of Task-Specific Clustering. We
evaluate task-specific clustering via two ablations: (1) removing
the clustering module, and (2) replacing task-specific with general-
purpose embeddings.

The results presented in Table 3 and Table 4 show that module
removal causes greater degradation than embedding replacement,
underscoring its key role in organizing data by task relevance. While

general-purpose embeddings capture broad semantics, they fail to
represent task-specific nuances, yielding less effective clustering.

7.6 Exp-5: Effect of Sample Size on Performance

To examine the impact of data selection strategies on data budgets’
effectiveness, we conduct experiments using subsets with varying
budgets. As illustrated in Figure 7, LEAD consistently presents
higher average performance than alternative selection methods
across all data budgets, achieving peak performance with only 15K
samples. Even the second-best method with a 25K sample budget
still underperforms LEAD at 15K, highlighting the superior sample
efficiency and effectiveness of our approach. Notably, we observe a
non-linear performance curve: gains taper and eventually decline
beyond a certain data threshold, which reveals a crucial insight:
“alignment-suitable data” is inherently limited. This finding chal-
lenges the conventional wisdom that more data automatically yields
better results, underscoring the critical importance of strategic data
selection over mere quantity.

7.7 Exp-6: Parameter Sensitivity Analysis

Exp-6.1: Effect of Sampling Threshold «. As shown in Figure 9,
performance peaks when « is between 0.15 and 0.20, reaching a bal-
ance between iteration quantity and quality. Higher « values yield
more samples per round but fewer iterations, limiting adaptability.
Lower values allow more iterations but provide weaker signals.

Exp-6.2: Effect of Smoothing Coefficient b of IDU. Figure 10(a)
shows optimal performance at =0.1, which effectively balances
stability and responsiveness. Smaller values (b < 0.1) overemphasize
current fluctuations, leading to noise susceptibility, whereas larger
values (b > 0.2) overweight historical signals, reducing adaptability.

Exp-6.3: Effect of Exploration Rate y of MAB. Figure 10(b)
shows that our MAB algorithm achieves optimal performance
at moderate exploration rates (y=0.05-0.07). Minimal exploration
(y=0.01) limits discovery of new clusters, whereas excessive explo-
ration (y=0.12) hinders focus on promising clusters.

Exp-6.4: Effect of Different Clustering Algorithm of LEAD.
We compared Agglomerative Clustering, DBSCAN, and K-Means.
The results in Figure 10 (c) show minimal differences (66.42-67.02),
suggesting that LEAD is not sensitive to the choice of clustering
algorithm and is robust across methods.

Exp-6.5: Effect of the Number of Clusters k (MAB Arms). In
this experiment, we evaluate the impact of varying the number of
clusters (k) on LEAD’s performance, where k also represents the
number of arms in the MAB algorithm. The results presented in
Figure 10 (d) show that the performance fluctuates as k changes.
The best average performance (67.02) is observed when k = 7. As
k increases further, the performance begins to decline, with k =
15 achieving the lowest average score of 60.03. This indicates that
a moderate number of clusters (arms) provides the best balance
between selection diversity and efficiency.
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8 RELATED WORK

Data Selection for Instruction Tuning. Previous works on data
selection [10, 25, 67, 74] can be broadly categorized into two key
approaches: model-agnostic methods and model-aware methods.
Model-agnostic methods operate independently of the target
model, including rule-based approaches [5, 6, 30, 45, 54, 58, 76] that
are computationally efficient but lack semantic understanding. Ad-
vanced model-based methods [14, 15, 40] like GPT-4 [1] that provide
nuanced assessment at high computational cost, and proxy model-
based methods [36, 70] that balance efficiency and quality. However,
these methods cannot adapt to the specific learning characteristics
of the target model. Model-aware methods [5, 8, 9, 41, 46, 47, 73] ad-
dress this limitation by customizing selection based on the model’s

scoring [18, 23, 31, 67], external model [38] and gradient match-
ing [7, 8], are principled but gradient-expensive. Complexity-based
selection [37, 43] risks noisy samples, while uncertainty-driven
metrics [24, 42] suffer from loss landscape instability. Recent ad-
vances like Quad [73] enhance efficiency via MAB-driven utility
estimation, yet still depend on extra inference and lack difficulty-
aware adaptation. In contrast, we introduce IDU, an inference-free
utility function that achieves zero-cost estimation while preserving
selection effectiveness.

9 CONCLUSION

In this paper, we proposed LEAD, an iterative data selection frame-
work for LLMs instruction tuning. LEAD introduces an Instance-
Level Dynamic Uncertainty utility function, enabling accurate util-
ity estimation without extra inference. In addition, we developed a
coarse-to-fine selection approach guided by a multi-armed bandit
mechanism. Experiments show LEAD achieves 6.1%-10.8% perfor-
mance improvement using only 2.5% training data and reduces
training costs by 5-10x.
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