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Abstract—The large-scale aggregation and analysis of user opinions is becoming increasingly relevant to a variety of applications,

from detecting social mood on some political topics to tracking their sentiment changes related to events. The analysis of diverse

sentiments is another important application, which becomes possible based on the ability of modern methods to capture sentiment

polarity on various topics with high precision and on the ever-growing scale. Therefore, there is a need for a scalable way of sentiment

aggregation with respect to the time dimension, which stores enough information to preserve diversity, and which allows statistically

accurate analysis of sentiment trends and opinion shifts. In this paper, we are focusing on the novel problem of aggregating diverse

sentiments at a large scale, based on data sources that are continuously updated. First, we develop a theoretical framework that

models sentiment diversity (contradiction) and defines two types of contradictions, depending on the distribution of sentiments over

time. Second, we introduce novel measures that capture sentiment diversity from aggregated sentiment statistics. Third, we develop

robust and scalable indexing and storage methods for diverse sentiments. Finally, we propose an adaptive approach for identifying

contradictions at different time scales. The experimental evaluation demonstrates the effectiveness of the proposed method of

capturing contradictions and its superiority over relational databases in real-world scenarios.

Index Terms—Sentiment aggregation, opinion mining, contradiction analysis
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1 INTRODUCTION

DURING the recent years we have been witnessing the
proliferation of online platforms that allow people to

publish their opinions, such as microblogs, social networks,
forums and others. They all represent a rich source of opin-
ionated information on different topics, which can be ana-
lyzed and exploited in various applications and contexts.
Large-scale sentiment analysis can be used, for example, to
learn about customers attitude to a product or its features
[1], to monitor sentiments across various demographic
groups [2] or to reveal people’s reaction to some event [3].
Such problems require scalable and robust analysis of big
social data to produce a desired output, calling out for new
methods that enable finer sentiment recognition as well as
larger application scale [4].

The opinion can be either a definitive statement, e.g.,
“dress is black and white”, or an evaluative statement, e.g.,
“this dress looks nice”. In this work, we are interested in
contradicting ones, i.e., those that have no sense together.
For example, claims “dress is black and white” and “dress
is blue and gold” as well as claims “this dress looks nice”
and “this dress is unfashionable” cannot be both true
when referring to the same dress, even coming from
different authors. The latter example represents a contra-
diction between opinions of the evaluative type, which
are called sentiments. Sentiments can be assigned a polar-
ity score, ranging from pleasantness (positive) to unpleas-
antness (negative).

The problem of aggregating diverse sentiments (and
detecting their contradiction) has been studied in the context
of different research areas, from product review mining to
information retrieval [5]. Recently proposed methods can
compute average positive and negative sentiments expressed
on some topic and extract a representative text summary of
polar opinions on various aspects of that topic [1], [4], [6], [7].
However, the information contained in average sentiments
may be incomplete. For example, if two opposite sentiment
values are summedup, the resultmay have a neutral polarity.
The information about either sentiment is then lost. On the
other hand, representative expressions of opposite opinions
are only capturing the meaning of contradiction, but not its
level. Therefore, this problem essentially requires a consistent
definition and newmethods to deal with.

Fig. 1 demonstrates the example of aggregated diverse
sentiments for some topic, and why it can be misleading to
consider the simple average of sentiments. Here, we plot
the intensity over time of the positive and negative senti-
ments, highlighting the time intervals with high sentiment
diversity, such as simultaneous contradictions (1) and
changes of sentiment (2). The net sentiment in both of the
demonstrated cases is equal to zero, yet neutral sentiments
do not even present in any of the highlighted groups.

In order to give a closer look at diversity of sentiments
and understand how different sentiment distributions per-
ceived by people, we performed a user study [8] using the
three datasets of topic comments from diverse domains:
drug ratings, YouTube, and Slashdot. We asked users to
select from these discussions a few groups of consecutive
comments, which were contradicting, and then manually
annotated their sentiments. From these we obtained 64 sets
of sentiments from strictly contradictory groups of com-
ments, marked by the majority of users. In contrast to that,
we also selected 64 consecutive sentiment groups, not
marked as contradictory by any user. Sentiments of each
group were represented by a histogram counting five bins:
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“high neg”, “low neg”, “neutral”, “low pos”, “high pos”.
Consequently, we applied k-means clustering with euclidean
distance metric on contradicting and non-contradicting his-
tograms, aggregating each collection into k ¼ 3 clusters,
visualised in Fig. 2.

In this figure, we observe that contradicting groups of
texts (top) have nearly symmetrically balanced positive and
negative sentiments, while non-contradicting ones (bottom)
have either positive or negative deviations of sentiment.
The only exception to the above statement is cluster 2 in
Fig. 2b, which resembles cluster 2 in Fig. 2a, but contains 10
percent more neutral sentiments and is less polarised.
Therefore, it is not possible to detect contradictions by only
looking at the average sentiment or variance.

To address the above problems, we represent a method
for aggregating diverse sentiments, which aims at support-
ing and facilitating large-scale sentiment analysis. First, we
introduce a framework that theoretically establishes the
concept of sentiment contradiction and addresses relevant
problems of diverse sentiment aggregation [8]. Second,
we develop a method which operates on continuous polar-
ized sentiment values, allowing us to exploit different
approaches for sentiment extraction, even multidimen-
sional, which can be plugged in our framework. The use of
only a few statistical aggregates for storing diverse senti-
ments allows our method to be extremely memory-efficient
and scalable. Moreover, we apply adaptive regression and
smart thresholding to deal with sentiment extraction noise
and sentiment irregularity in such cases when sentiment
data is scarce. The main contributions of this work can be
summarized as follows.

� We formally define the notion of opinion diversity,
introducing synchronous and asynchronous opinion
contradiction types, and formulate relevant prob-
lems of contradiction detection.

� We present an approach, which solves the above
problem for sentiment contradictions by using a novel
sentiment diversity measure based on statistics of
sentiment distribution.

� We describe a novel data structure, named CTree,
which enables our approach to scale to very large
data collections. It is incrementally maintained, and
can outperform a relational DBMS implementation
by up to three orders of magnitude.

� We experimentally evaluate our methods, demon-
strating their effectiveness and scalability.

The remainder of this paper is structured as follows. In
Sections 2 and 3 we discuss the related work and methods,
and in Section 4 we formally define the problem. We present
our approach for detecting contradictions in Section 5, and
describe a scalable implementation in Section 6. The experi-
mental evaluation is shown in Section 7. Finally, we con-
clude in Section 8.

2 RELATED WORK

In this section, we briefly introduce the literature on senti-
ment and topic analysis, then focusing on the problem of
contradictions, occurring with large scale sentiment analysis
[1], [4], [5], [9].

2.1 Problems of Sentiment Analysis

To this end, sentiment analysis was mostly considered as
two- or three-class opinion polarity classification problem,
distinguishing between positive, negative or neutral texts [5].
Different lexical, statistical, semantic and machine-learning
approaches have been developed for sentiment analysis and
applied to various kinds of texts, from movie and product
reviews to blog posts and tweets. However, the scientific
frontier has recently shifted towards multimodal and
semantics-based extraction of fine-grained sentiments [4], [9],
[10]. Such methods aim at drilling-down on the expressed
sentiments and at extracting their polarities with the maxi-
mum accuracy, depending on discussed topics, the surrou-
nding context, the discourse structure and many other
attributes, that are relevant to provide a complete micro-view
of opined text. In this work,we aremore interested to develop
a macro-view on the sentiments coming from multiple texts
and from different authors, in order to monitor changes of
sentiments on a global scale. Therefore, we do not develop
any new techniques for sentiment extraction, instead, concen-
trating on the problem of storing and analysing large volumes
of polarisedmulti-dimensional numeric data.

2.2 Problems of Topic Tracking

An important requirement to capturing and tracking opin-
ions is the ability to reliably detect and follow their topics.
For product reviews and for large texts topics may include
some general concepts mentioned only indirectly, like
‘service quality’, ‘economic politics support’, requiring latent
topic modelling [11]. For shorter and more specific texts,
like Twitter messages, topics are usually found as named
entities, products, people and events, mentioned directly
within sentiments. Therefore, topic-dependent sentiment
analysis and aspect sentiment analysis already became
standard tools for opinion extraction [1], [7]. Detecting
topics in a large-scale scenario necessitates special methods
that can deal with huge topical spaces and document
volumes [12]. Moreover, sentiment shifts are often
associated with emergent sub-topics, that demand special

Fig. 1. Trends of diverse sentiments over time.

Fig. 2. Observed sentiment distribution types.
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foreground-background topic modelling, like in FB-LDA
[13], or adaptive classifier features, like in TASC-t [14] to
pinpoint the underlying changes. Still, there are many more
relevant examples of topic and sentiment model adaptation
to our problems. An interested reader can get familiar with
relevant approaches for sentiment topic and aspect detec-
tion in a survey by Schouten and Frasincar [7], while our
work concentrates mainly on managing numeric sentiments
in order to detect their contradictions.

2.3 Problems of Contradiction Analysis

Contradiction analysis is a rather new research area, devel-
oped within linguistic analysis and finding its application
to opinion mining. De Marneffe et al. [15] define contradic-
tion as a situation where ‘two sentences are extremely unlikely
to be true together’, and approach this problem using textual
entailment principle, which employs linguistic processing.
They also introduce a classification of contradictions con-
sisting of seven types according to features that contribute
to a contradiction (e.g., antonymy, negation, numeric mis-
matches). Since then, many other linguistic and semantic
approaches for sentiment analysis were exploiting contra-
dictions, albeit, requiring complex text processing.1 Our
approach is based on numeric sentiments and is intended
for large-scale operation, where pairwise comparisons of
texts, yet even any kind of linguistic analysis are not compu-
tationally efficient.

Sentiment time series may demonstrate outbursts of
diverse sentiments and rapid sentiment changes (which are
synchronous and asynchronous types of contradictions)
that were recently studied in several publications address-
ing Twitter sentiments. Popescu and Pennacchiotti [16] pro-
pose a hybrid approach of detecting contradictions in
Twitter, which is based on a machine learning classifier
trained on a rich set of textual and statistical features.
Although this improves the precision over purely textual
and purely statistical feature sets, selecting the right combi-
nation of features requires numerous training and adapta-
tion stages, especially for texts coming from different
sources. Thelwall et al. [17] evaluate how twitter sentiment
and its volume is changing before and after news events. By
analyzing the peaks in sentiment, they show that the vol-
ume of negative sentiment is increasing just before an event,
while there is an increase of positive sentiment at the event’s
peak intensity. Another observation is that the changes in
sentiment are particularly small, making it necessary to
apply more sophisticated methods capable of detecting
them under high noise conditions, thus stressing the need
for our work. Finally, Morales et al. [18] study sentiment
distributions in Twitter during major events, and propose a
new measure for sentiment polarisation based on the dis-
tance between mean values of positive and negative
sentiment distributions and on their relative proportions,
inspired by dipole moment. While this measure is effective
for its purposes, it is relying on the entire distribution of
sentiments for computing, requiring much more data to
store and analyse, compared to our contradiction measure.

Problems related to identification and analysis of contra-
dictions have also been studied in the context of social net-
works and blogs. Dı̂nşoreanu and Potolea [19] use semantic
information to group users with similar sentiments and to
detect opinions of individual users, which contradict with
their community or with previously posted opinions. By
analysing semantic relations of opinion targets and extrapo-
lating community opinions to individual users, the authors
made possible to retrieve more of potential contradictions.
Choudhury et al. [20] examined sentiment biases in blogo-
sphere communities, relying on an entropy measure as an
indicator of the diversity in opinions. Clustering accuracy
as an indicator of blogosphere topic convergence was pro-
posed by Varlamis et al. [21]. Unlike clustering, our method
allows storing data in an efficient and incrementally updat-
able manner, allowing ad-hoc queries.

Overall, opinion contradictions and diverse sentiment
aggregation, as considered here, is a promising track for
explorations, which can lead to interesting problem formu-
lations and approaches. There are several such applications,
which took off from the ideas and techniques described in
this paper. An extended version of the proposed sentiment
storage was used by [2] to monitor sentiments across tens of
thousands of various demographic groups, automatically
detecting their correlations and sentiment biases. Such kind
of analysis wouldn’t be possible without efficient time
indexing and aggregation of sentiments. Also, automatic
detection of significant contradictions and sentiment shifts
despite noisy and irregular observations, discussed in this
paper, helped to capture the reaction of social media to vari-
ous kinds of news events [3], [22], revealing, for instance,
different kinds of sentiment shifts for expected and unex-
pected events.

3 TOPIC AND SENTIMENT RETRIEVAL

In this paper we address the problems of efficient manage-
ment of diverse sentiments and contradiction detection on
specific topics from large-scale, noisy data streams. To
tackle the large volume, irregularity, noise and other issues
associated with big data, we propose a two-step approach
to our problem, consisting of sentiment aggregation and the
subsequent analysis, which follow the preliminary steps of
topic and sentiment extraction, as demonstrated in Fig. 3.

Our processing starts with a data source, which outputs
texts conveying opinion, that are either entire web docu-
ments (e.g., blog posts, comments, tweets), or some relevant
parts of them (e.g., sentences) where an author discusses
topics, which we want to identify in the first step, Topic
Extraction. For each of these topics, we wish to extract the
expressed opinions, in the second step, Sentiment Extraction.
These steps can be accomplished using existing methods, or
adaptations of existing methods. We refer to these steps as
‘preprocessing’ and briefly describe in the following howwe
have adapted them. The focus of our work is then on the sub-
sequent two steps, namely, the aggregation of extracted sen-
timents and their analysis in order to detect contradictions.

Fig. 3. Workflow of diverse sentiment analysis.

1. More recently, Xia et al. [10] proposed using only antonymy dictio-
nary and negation method for enriching a training set for bag-of-word
classifiers, achieving good results alongwith faster text processing.
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Wedetermine topics and opinion expressions at sentence-
level to be able to capture fine-grained sentiments within
their context in a text. Nevertheless, we consider average
sentiments of the same topic, and obtain one sentiment value
for each topic in a text. This is done to equalize the participa-
tion of each document in the aggregated sentiment and to
prevent the argumentation within some documents from
affecting the contradiction level. As an additional benefit,
this step reduces the amount of data to process.

For the topic and sentiment assignment steps, we use the
LK tool for fine-grained opinion analysis [23]. This tool
achieves good results for opinion expressions detection and
sentiment assignment by combining the two tasks and
applying a re-ranking classifier to the output. Another fea-
ture of this tool is unsupervised dictionary-based sentiment
assignment, which is rather useful for processing opinions
for a variety of topics coming from different domains. For
each document-topic pair we assign a continuous sentiment
value in the range [-1;1], by averaging LK output senti-
ments: “high neg” (�1.0), “low neg” (�0.5), “neutral” (0),
“low pos” (0.5), “high pos” (1.0).

Topic-sentiment pairs detected by LK (such as named
entities, persons, events and concepts) are then filtered
according to a pre-determined list of topics of interest, before
adding them to our storage CTree. Therefore, every stored
topic time series traces only sentiments addressed to a spe-
cific subject, making the analysis more consistent and reli-
able. In this paper, CTree is evaluated using large, but a fixed
number of topics overall, which can be variable across differ-
ent time intervals. That is, one time interval may contain sen-
timents for topics ‘2’, ‘3’, ‘5’, and ‘6’, whereas another only
for ‘1’, ‘3’, and ‘4’, not requiring any additional storage.
Moreover, past and current time intervals at all levels of the
tree remain fully updatable for newly-discovered topics,
which can be traced in the root node. Nevertheless, for the
lack of space, we leave topic tracking as a possible extension,
and concentrate onmodelling diverse sentiments.

4 PROBLEM DEFINITION

Following our introduction, we are ready to define
contradicting opinions and opinion shifts (equivalently,
contradicting sentiments and sentiment shifts), as described
below.

Definition 1 (Opinion). O represents a personal non-ambigu-
ous statement, claim or belief expressed by an author on topic T .

Definition 2 (Sentiment). The sentiment S with respect to a
topic T is a vector that indicates the polarity of expressed evalua-
tive opinion along basic emotional dimensions [24], such as Joy
, Sadness, Acceptance , Disgust, Anticipation , Surprise,
and Fear,Anger.

However, extracting precise sentiments (in this multidi-
mensional space) is still an unnecessary challenging task, and
the majority of methods detect sentiments projected onto a
single dimension of polarity, that is, Pleasantness,Unpleas-
antness [5]. Following other methods, we record the polarity
of sentiments, represented as real numbers in the range
½�1; 1�. Negative and positive values represent negative and
positive opinions respectively, while the absolute value of
sentiment represents the strength of the opinion.

In order to detect contradicting opinions in general, we
propose to group (aggregate) similar opinions and then
measure their relative differences. Since opinions can be
just any textual expressions, we can only represent their
differences in a form of a distance function, by measuring
on a pairwise basis the semantic distance between
expressed concepts.

Definition 3 (Opinion Distance). dðOx;OyÞ ¼ kOx �Oy k
is a function satisfying the conditions of semi-metric

dðOx;OyÞ � 0; dðOx;OyÞ ¼ dðOy;OxÞ;
dðOx;OyÞ ¼ 0 if and only if Ox ¼ Oy:

Following the extraction of individual opinions, we can
compute the aggregated opinion on some topic expressed
in a collection D of documents (that may come from differ-
ent authors, and time).

Definition 4 (Aggregate Opinion). O is an opinion with
the smallest sum of squared distances to other opinions within
a group D.

Definition 5 (Opinion Variance). Correspondingly, Opinion
Variance s2

O is the average of squared distances between

opinions in D and O

O ¼ argmin
O

X
Oi2D

k O�Oi k2 s2
O ¼ 1

n

X
Oi2D

k Oi �O k2 :

By comparing opinion values of different collections of
texts, contradictions are identified as follows:

Definition 6 (Opinion Contradiction). A collection D of
texts talking about topic T , is considered contradictory, if it can
be partitioned into several groups of texts Di�D, such that the
distance between aggregate opinions of any two groups is at
least a times greater than the maximum opinion variance

min
i 6¼j

k OðDiÞ �OðDjÞ k2 > a �max
k

s2
OðDkÞ: (1)

We define contradiction on a pairwise basis, where we evalu-
ate the disagreement between two groups of documents in a
collection. In this case, the similarity of concepts within each
group serves as a reference point, providing a measure
for the sparseness of concepts between the groups. When
identifying contradictions in a document collection, it is
important to also take into account the time in which these
documents were published. Let D1 be a group of documents
containing some information on topic T , and all documents
in D1 were published within some time interval t1. Assume
that t1 is followed by time interval t2, and the documents
published in t2, D2, contain a conflicting piece of informa-
tion on T . In this case, we have a special type of contradic-
tion, called Asynchronous Contradiction, since D1 and D2

correspond to two different time intervals. Following the
same line of thought, we say that we have a Synchronous
Contradiction when both D1 and D2 are found in the same
time interval, t.

Problem 1 (Contradiction Detection). Partition a given
collection of documents D into a minimal number of non-
intersecting sub-groups Di \ Dj ¼ ;, wrt. Equation (1), and
compute the level of contradiction.
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Depending on the kind of application, the above problem
can be formulated for all topics in a collection, or just for a
single one.

Problem 2 (Single-Topic Contradiction Detection). For a
given time interval t, and topic T , identify the time regions,
where a contradiction level is exceeding some threshold r.

Problem 3 (All-Topics Contradiction Detection). For a
given time interval t, identify topics T , which have the highest
contradiction level, or the largest number of contradicting
regions above some threshold.

The time interval, t, is user-defined, whereas the length
of a basic window which aggregates the documents can
vary depending on the type of contradictions the applica-
tion is aiming at. As we will discuss later, the threshold, r,
can either be user-defined, or automatically determined in
an adaptive fashion based on the data under consideration.

The latter problem is interesting if we want to consider
the popularity of certain web topics. Frequent contradic-
tions may indicate ‘hot’ topics, which attract the interest of
the community. In this work, we focus on the solution to the
first problem, since the solution to the second one is its
direct extension.

Since we consider our problems from the perspective of
managing sentiment information in order to enable fast
query answering for aggregated sentiment analytics, the
main challenge becomes in developing a contradiction
detection method which is based on incrementally updat-
able statistical values, that can be efficiently aggregated and
stored to meet the necessity of online analysis. Thus, in
Section 5 we describe the instance of our problem for numeric
multi-dimensional sentiments, and Section 6 outlines a
scalable implementation of aggregated sentiment storage.

5 CONTRADICTION ANALYSIS

In order to be able to identify contradicting opinions we
need to define a measure of contradiction. Assume that we
want to look for contradictions in a shifting time window w.
For a particular topic T , the set of documents D, which we
use for calculation, will be restricted to those, that were
posted within the window w:2 We denote this set as DðwÞ,
and n as its cardinality, n ¼ jDðwÞj.

Following Definition 6, we can derive a contradiction
measure CEnt from the entropy of clustering, based on the
number and sizes of contradicting groups: the largest con-
tradiction occurs when there are many groups of equal sizes

CEnt ¼ �
X
Di2D

jDij
jDj � log

jDij
jDj : (2)

Still, the performance requirements of large-scale analyt-
ics require operating with aggregated data instead of indi-
vidual clusterings. We therefore concentrate our attention
on the following statistical measures of contradiction:

The sentiment mean, mS , is calculated as mS ¼ 1
n

Pn
i¼1 Si.

It can be easily proven that mS has the lowest sum of
squared distances to sentiments in the collection, that is,
it conforms to our definition of Aggregated Sentiment. A

value of mS close to zero implies a high level of contradic-
tion because of positive and negative sentiments compen-
sate each other. However, a problem with the above way
of calculating the aggregated sentiment arises when there
exists a large number of documents with very low senti-
ment values (neutral documents). In this case, the value
of mS will be drawn close to zero, without necessarily
reflecting the true situation of the contradiction. There-
fore, we suggest to additionally consider the variance of
the sentiments along with their mean value.

The sentiment variance, s2
S , is defined as the average of

squared distances between sentiments and their mean:

s2
S ¼ 1

n

Pn
i¼1ðSi � mSÞ2. According to this definition, when

there is a large uncertainty about the aggregated sentiment
of a collection of documents on a particular topic, the senti-
ment variance is large.

The sentiment mean and variance can be expressed using
first- and second-order moments of sentiment M1 ¼

Pn
i¼1 Si

and M2 ¼
Pn

i¼1ðSiÞ2, giving us the following formulas for
sentiment statistics:

mS ¼ M1=n; and s2
S ¼ M2=n� m2

S: (3)

We demonstrate the effect of outlined measures in Fig. 4,
featuring two example sentiment distributions. Distribution
A with mS close to zero and a high variance indicates a very
contradictive topic. Distribution B shows a far less contra-
dictive topic with sentiment mean mS in the positive range
and low variance. For example, a group of documents with
mS close to zero and a high variance (distribution A on the
Fig. 4) will be very contradictive, and another group with
sentiment mS shifted to negative or positive with low vari-
ance is likely to be far less contradictive (distribution B on
the Fig. 4). When assuming a large number of neutral senti-
ments in the collection, we have two opposite trends: the
average sentiment moves towards zero and sentiment vari-
ance decreases. If these trends will compensate each other,
the neutral documents would not affect the contradiction
value much.

Evidently, we need to combine mean and variance of
sentiments (expressed in the same units) in a single formula
for computing the contradiction value C

C ¼ s2
S=m

2
S: (4)

The above formula captures the intuition that contradic-
tion values should be higher for distributions where the
aggregated sentiment value is close to zero, and sentiment
variance is large. This property follows from the criteria for
opinion contradictions (Formula 1), as demonstrated by
Lemma 1 below. Moreover, we can compute opinion contra-
dictions (Formula 2) on aggregated sentiment statistics
using their equivalent representation by sentiment classes
according to Lemma 2. Using this lemma, we can evaluate
both measures on the same data.

Fig. 4. Example of diverse sentiment distributions.

2. This work uses windows of days, weeks, months, and years.
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Property 1. Assuming that the two collections of sentiments, A
and B, demonstrated in Fig. 4, are the components of a bimodal
sentiment distribution, and that A and B have na and nb senti-
ments in each, distributed with parameters (ma; sa) and
(mb; sb), we can calculate the mean value mS and the variance

s2
S of their aggregated sentiment distribution as follows:

n ¼ na þ nb; M1 ¼ Ma
1 þMb

1 and M2 ¼ Ma
2 þMb

2

mS ¼ namaþnbmb

na þ nb
; s2

S ¼ nas
2
aþnbs

2
b

na þ nb
þ nanbðma�mbÞ2

ðna þ nbÞ2
:

Lemma 1. If a bimodal sentiment distribution satisfies Defini-
tion 6, then its contradiction level C is not lesser than the rela-
tive separation of the components.

Proof. Using the formulas of the aggregated values mS and

s2
S in our measure of contradiction, and discarding the

variance component from the nominator according to
Definition 6, we obtain the following expression, similar
to sentiment polarisation in [18]

C ¼ s2
S

m2
S

¼ ðna þ nbÞðnas
2
a þ nbs

2
bÞ þ nanbðma � mbÞ2

ðnama þ nbmbÞ2

>
nanbðma � mbÞ2
ðnama þ nbmbÞ2

;

(5)

where the difference ma-mb is normalized by the har-
monic sentiment average. tu
Now it can be clearly seen that a larger separation

between sentiment distributions results in a higher contra-
diction value. Taking into account the limited range of senti-
ment values, this distance is the largest when sentiment
means are of the opposite polarities. In this case, the two
sentiment distributions compensate each other and the
denominator becomes very small, obtaining C � 1.

We can also represent a sufficiently large sentiment dis-
tribution as a mixture of the three groups of sentiments—
positive, negative and neutral, and apply the opinion con-
tradiction formula on them. Lemma 2 allows us to compute
the sizes of these groups (np; nn; n0) -as shown in the proof-
from the statistical moments of sentiment, as follows:

Lemma 2. If a collection of sentiments with statistical moments
M1 and M2 has a size n � 1, it can be equivalently represented
by another collection, with the same size and statistical
moments, containing np positive and nn negative sentiments
(with absolute values a) and n0 neutral sentiments (zero values).

Proof. Let jSij¼ a, n¼npþnnþn0, M1¼ aðnp�nnÞ, M2 ¼
a2ðnp þ nnÞ; then 2np ¼ ðM2 þ aM1Þ=a2; 2nn ¼ ðM2 �
aM1Þ=a2; n0 ¼ n�M2=a

2; where
ffiffiffiffiffiffiffiffiffiffiffiffi
M2=n

p 	 a 	 M2=

jM1j; and
ffiffiffiffiffiffiffiffiffiffiffiffi
M2=n

p 	 M2=jM1j since s2
S � 0; Sentiment

value a = argmaxðCÞ. tu
In the above representation, larger difference between

positive and negative sentiments (larger values of a) leads
to smaller numbers of np and nn, and increased n0. There-
fore, it is necessary to pick the value of a, which results in
maximum entropy distribution of sentiments between classes,
that is, in the maximum opinion contradiction (Formula (2)
is based on entropy).

5.1 Computing Contradictions

So far we demonstrated that sentiment contradiction (For-
mula (4)) corresponds to our definitions and can be com-
puted directly from aggregated sentiment polarity values.
Nevertheless, this formula should be extended for being
suitable to real application scenarios, where extracted
sentiments usually contain noise and their flow over time
is irregular. We observe that this formula produces
unbounded contradiction values (i.e., they can grow arbi-
trarily high as mS approaches zero), and that it also does not
account for the number of sentiments n, that is, for the sig-
nificance of sentiment statistics. For instance, in the extreme
case when DðwÞ contains only two documents with opposite
values, C will become infinitely high, and thus incompara-
ble to the contradiction value of any other set of documents
with higher cardinality. While the first problem (of the infi-
nite contradiction scale) can be addressed with the help of a
regularizing constant added to the denominator, the second
problem (of statistical significance) is important for small-
scale applications or for streams of sentiments with the
irregular flow. We propose to cope with this problem by
accounting on the significance of statistics involved in the
calculation of C using the logistic weight functionWðnÞ [8]

C ¼ # � s2
S

#þ m2
S

WðnÞ: (6)

In the denominator, we add a small value, # 6¼ 0, which
limits the level of contradiction when mS is close to zero.
The same value # also scales the nominator to ensure that
contradiction values are always contained within the inter-
val ½0; 1�. Fig. 5c shows that # has a kind of “local contrast”
effect on contradiction values. Smaller # values emphasize
contradiction points with mS close to zero, for example
changes of opinion. Larger # values mask this difference,
making levels of contradictions more equal. In this study,

we used a value of # ¼ 5
 10-4, which was effective for
its purpose, exhibiting a stable behavior across datasets,
without distorting the final results.

W ðnÞ is weight function that provides a multiplicative
factor in the range ½0; 1�, indicating the significance of a con-
tradiction (Fig. 6 plotsW as a function of n):

Fig. 5. Sentiment data with artificial contradictions.

TSYTSARAU AND PALPANAS: MANAGING DIVERSE SENTIMENTS AT LARGE SCALE 3033



W ¼ 1þ exp
n� n

b

� �� ��1

Here the constant n reflects the expected number of docu-
ments in the window, and b is a scaling factor. Using W we
can effectively limit C when there is a small number of
documents, and weigh it more when that number is large.

WhileW ðnÞ addresses the problem of significance of con-
tradiction values, there exists another source of error, which
can be attributed to the irregularity of aggregated sentiment.
This irregularity can be explained by considering that popu-
lation samples that contribute to aggregated sentiments are
quite different across adjacent time intervals. Indeed, people
tend to publish at a particular rate, and the likelihood that
they will re-state their sentiment shortly after the first publi-
cation is low for small aggregation windows. On one hand,
increasing the window size at the same granularity level
can help reducing such noise, but at the same time it will
decrease the resolution of our analysis, allowing to identify
only long-lasting contradictions. On the other hand, apply-
ing a sliding window of a larger size on a smaller granularity
requires substantially more resources for storage and com-
putation. To cope with this problem, we propose to use local
regression smoothing [25], which computes a smooth regres-
sion trend with regard to sentiment observations and their
variance. The regression trend ensures the continuity of sen-
timent values, but unlike sliding window based smoothing,
it preserves the sharpness of significant sentiment deviations
(by considering sentiment variance). In particular, we apply
the cubic polynomial spline regression from SSJ library3

with regression parameter of 0.5 and inverted variance for
weights. Nevertheless, other smoothing methods and their
parameters can be applied depending on the nature of data
and processing requirements.

Fig. 5 shows the operation of the proposed contradiction
function. To better illustrate this, we use one of the time
series from our synthetically generated dataset (described
in Section 7). The graph at the top (Fig. 5a) shows generated
sentiments. The bold line in this graph depicts the custom
trend, showing an initial positive sentiment that later
changes to negative (at time instance t1), which represents
an asynchronous contradiction (change of sentiment) that
manifests itself across the entire dataset. There is also a
point around time instance t2, where the sentiments are
divided between positive and negative, a situation repre-
senting a synchronous contradiction. As can be seen in
Fig. 5b, a smoothed trend of mS (using regression smooth-
ing) captures the aggregated sentiment better than the
simple average, effectively reducing noisy fluctuations. The
graph in Fig. 5c shows the contradiction value obtained
using smoothed mean and variance of sentiments. In this

case, C correctly identifies the two contradictions at points
t1 and t2, where the values of C are the largest. In this case,
using simple aggregated values of sentiments mS straight
away can result in C reporting noisy fluctuations of senti-
ments as contradictory.

Subjective sentences take a considerably small part in the
text when compared to objective statements. So neutral
sentiments usually shift the aggregate sentiment towards
zero, masking contradictions. Our contradiction formula is
designed to compensate such effects by exploiting the senti-
ment variance. We demonstrate such behavior on another
synthetic dataset shown in Fig. 7. The bottom graph shows
that the proposed formula can successfully identify the
main contradicting regions, marked by dots, both with or
without neutral sentiments. Nevertheless, in their percep-
tion of contradiction, people usually account for the relative
amount of neutral statements. Hence, they do not consider
as contradictory regions containing mostly neutral senti-
ments (as we observed in Section 1). This should be taken
into account if subjectivity filtering is applied upon senti-
ment extraction, removing neutral sentiments from the dis-
tribution. In such cases, it is possible to tune the sensitivity
of our contradiction measure by setting the parameter #.

5.2 Detecting Contradictions

Since weighting on the number of sentiments addresses the
problem of statistical significance and local regression
smoothing helps dealing with irregular data, the problem of
detecting contradictions using our formula boils down to
picking the right sentiment aggregation window size and
contradiction threshold value.

In the case of synchronous contradictions, when the com-
munity at every particular interval in time has different
opinions about the same topic, contradictions can be deter-
mined easily with any suitable time window. However,
sometimes the community has a solid opinion in one time
period, and later changes it, so in another time period it has
the opposite opinion, resulting in an asynchronous contra-
diction. This type of contradiction can only be discovered
using a time window large enough to gather posts from the
two different periods. Moreover, if for some shifts of

Fig. 7. The effect of neutral sentiments for detecting synchronous ( )
and asynchronous ( ) contradictions.

Fig. 6. The weight function used in the criteria.

3. http://www.iro.umontreal.ca/~simardr/ssj/indexe.html
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opinion there exists a gap in time between positive and neg-
ative posts, the detection becomes highly dependent on the
time window and on the order in which posts were pub-
lished. By using a small time window we will likely get
only a small peak of contradiction at the moment when the
community has changed its opinion, because the transition
between opposite opinions is slow enough to result in any
significant difference of opinions at any particular time
interval. Thus, the hierarchical refinement of time intervals
from large to small is particularly important for the discov-
ery of asynchronous contradictions.

When trying to detect contradictions, we would like to
identify those that have a contradiction value above some
threshold. The intuition is that these contradictions are going
to be more interesting than the rest in the same time interval.
An obvious solution in this case is to define some fixed
threshold, r, and only report the contradictions above this
threshold. We refer to this solution as fixed threshold. How-
ever, by adopting the above solution, we cannot normalize
the threshold to better fit the nature of the data within each
time window (that may vary over time and across topics). In
order to address this problem, we propose an adaptive thresh-
old technique, which computes a different threshold for each
topic and time window as follows. The adaptive threshold
%w for a topic T in time window w is based on the contradic-
tion value Cwp that has been calculated for T in the parent

time window of w, wp, and is defined as %w ¼ p � Cwp . In our

experience with real datasets, p values between 0.5-0.7 work
well. In this work, we use p ¼ 0:6.

Adaptive threshold helps to detect interesting contradic-
tions that occur in different time granularities and across
topics, even if these contradictions do not have the largest
values overall. This is particularly important when a single,
fixed threshold value cannot detect all contradictions across
time, or when the user is unsure about which threshold to
choose. Note that we cannot achieve the same result by
using top-k queries (though, they can be complementary to
our approach). The reason is that the adaptive threshold is
changing as we navigate the timeline, and it provides even
discrimination of peaks of contradiction both in high- and
low-contradicting regions. Moreover, it does not impose a
strict limit on the number of contradictions in the result,
and can thus report the entire set of interesting contradic-
tions within some time interval.

6 DIVERSE SENTIMENT AGGREGATION

So far we have described a technique to identify contradic-
tions from sentiment aggregates. But our final goal is to pro-
cess large-scale streams of sentiments, what requires
scalable methods. To this end, we demonstrated the need to
analyze sentiment information on each topic across differ-
ent time windows. Assuming this requirement, scalability
may be achieved by storing pre-computed values for win-
dows of different size.

We now turn our attention to the problem of organizing
all these data in a way that will allow the efficient detection
of contradictions in large collections of data that span very
long time intervals. An important observation is that both
our contradiction formulas use additive statistics, which can
be easily updated and aggregated. This property of the

contradiction formulas gives us additional flexibility, since
we can now compute the contradiction of a large time win-
dow by composing the corresponding values from the
smaller windows contained in the large one. We can there-
fore build data structures that take advantage of this
property.

Formula (2) is based on group counts, while Formula (6)
is based on mean and variance, which can be computed
from the first- and second-order moments of sentiments, as
shown in Formula (3). Based on this representation, we can
rewrite Formula (6) using the sentiment moments M1 and
M2, as follows:

C ¼ #ðnM2 �M2
1 Þ

#n2 þM2
1

W ðnÞ: (7)

The need to analyze contradictions at different time gran-
ularities calls for a hierarchical structure for contradiction
storage, like the one illustrated in Fig. 8 (right). In this exam-
ple, the time windows are organized on days, weeks,
months, and years (though, other hierarchical time decom-
positions are applicable as well). Using this kind of struc-
ture, we can answer queries on adhoc time intervals, by
dynamically computing contradiction values from aggre-
gated data.

One possible solution is to use the above time-tree struc-
ture for each topic separately. It allows to achieve scalability
on the number of topics, and has a good performance when
looking for contradictions within a single topic. However, it
involves high update costs, because for each text the data
structure needs to be parsed as many times as there are
topics in that text. In addition, it renders all-topic queries
ineffective, because for each topic we need to navigate
through a time structure in order to find the right interval.
An alternative solution would be to store contradiction val-
ues for different topics under the same time-tree structure.
This solution does not suffer from the disadvantages men-
tioned earlier, and is the solution of choice for this study.

We now introduce the Contradiction Tree (CTree)
for managing the information on sentiments and cont-
radictions. The CTree is organized around the sentiment
moments, M1 and M2, and a hierarchical segmentation of
time, as outlined in Fig. 8. In the following, we will refer to
the levels of the CTree as the different granularities of the
time decomposition, the root node having granularity 0.

Each node in the CTree corresponds to a time window,
and summarizes information for all documents, whose
timestamp is contained in this time window. The internal
structure of the CTree nodes is illustrated in Fig. 8 (left). As
the figure shows, a CTree node stores the following infor-
mation: (a) for each topic, the topic id, tid, the number of
documents, n, on this topic that fall in the time window

Fig. 8. Physical and hierarchical structure of CTree nodes.
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represented by the node (we only store information for
topics when n > 0), and the sentiment moments, M1 and
M2; (b) pointers to the children nodes (black dots); and
(c) pointers to adjacent nodes, prev and next of the same
level (black diamonds). The adjacent node pointers are used
to allow fast sequential access to neighboring nodes in the
same time granularity.

In our implementation, we assume that each node fits in
a single disk page. This translates to each node being able to
hold information for 250 different topics (for our implemen-
tation). In the case where a node cannot fit all relevant
topics, we can use additional storage, referenced by a spe-
cial pointer in the CTree node (represented as a white dot in
Fig. 8 (left)). This solution allows us to accommodate a large
number of topics at a small additional cost. Note that we
can significantly reduce the expected cost of accessing this
additional storage, by arranging the topics in a way that the
most popular ones are located in the original node. For the
purposes of this work we do not pursue this direction any
further. Though, in the evaluation of our approach we
report results with experiments that use this kind of addi-
tional storage.

Algorithm 1 outlines the algorithm that uses the adaptive
threshold to retrieve contradictions. It needs a single pass
over the collection of pages of the specified granularity, l,
that fall inside the time interval, t of the query. Note that
contradiction values are computed from the information
stored in the node using Formula (7). The type of contradic-
tion is identified by comparing signs of sentiments for adja-
cent nodes. In our implementation, we additionally do not
visit child nodes whose parents are not contradictory (we
omit this detail from the algorithm for ease of presentation).

Algorithm 1. CTree Access

Input: Topic T , Time interval t, Granularity l
Output: List of contradictions fðtime; contradiction; typeÞg
Set output contradictions C ¼ ;;
Navigate nodes at parent gran:
forall r 2 t, r:gran ¼ l� 1 do
forall nodes ri 2 r:childNodes do
if ri 2 t and ri:C

T > p
 r:CT then
if ri�1:S

T
 ri:S
T 	0 then

type = “async”;
else
type = “sync”;

end
C¼C [ ðri; ri:CT ; typeÞ;

end
end

end
Arrange C by contradiction count or level;
return C;

The sentiment statistical moments fn;M1;M2g allow us
to incrementally maintain the CTree in the presence of
updates. In order to reduce update costs, we propose first to
accumulate several updates and then submit them in a
batch, as shown in Algorithm 2. When new documents
arrive, they are aggregated in time windows of the finest
granularity of the CTree. Then, these aggregated values
are used to update the counts and topic sentiment moments

of all CTree nodes containing respective time windows.
The update cost for each batch of aggregated documents
depends on the depth of the CTree, d, the number of
updated nodes, and the topic position in disk pages. In the

worst case it matches Oðd jT j
h Þ, where h is the maximum

number of topics stored in a single node.

Algorithm 2. CTree Update

Input: Topic sentiments series fti; Ti; S
T
i g, interval t

define update as (t, n,M1,M2);
define updateset as a set {update};
Aggregate sentiments over smallest t:

ST
t ¼ fST

i j ti 2 t; t:gran ¼ 0g
upd = {(t, nT=jST

t j,MT
1=

P
ST
t ,M

T
2=

P
S2T
t )};

call UpdateNode (rootNode; upd);

function UpdateNode(node r, updateset upd);
if r:childNodes 6¼ ; then
Set updResult = (upd:t, 0, 0, 0);
forall node ri 2 r:childNodes do
Set updateset updi ¼ ;;
forall update u 2 upd do
if u:t2 ri then updi+=u;

end
updResult += UpdateNode(ri, updi);

end
else updResult =

Pjupdj
i¼1 updi;

r.(nT,MT
1,M

T
2 ) += updResultT ;

return updResult;

7 EXPERIMENTAL EVALUATION

In this section, we report the results of our experimental
evaluation on synthetic and real datasets. The objectives of
the experiments we conducted were to: analyze the quality
of the approach; study its usefulness from a user perspec-
tive; and finally, study the scalability of our solution.

The performance evaluation was conducted on a desktop
computer with a dual core CPU. Our algorithms were
implemented in Java 1.6.13. The database we used for the
baseline was IBM DB2 9.5.2.4

Specifically for the evaluation of accuracy and perfor-
mance of our method, we generated a synthetic dataset con-
taining time series of sentiments following the artificial trend
with opinion shifts, contradictions and a controlled amount
of noise. To create this dataset we generated a large volume
of sentiments with time stamps following the Poisson distri-
bution with the average rate from 1 to 10 sentiments per day,
and with polarities sampled using normal distributions. We
have chosen these distributions because they are simple, and
still resemble the real data. A particular fraction of generated
sentiments followed a planted trend with dispersion 0.125,
while the rest, controlled by the noise parameter, were dis-
tributed randomlywith dispersion 0.5 andmean 0.0. The rel-
ative amount of noise sentiments varied from 0 to 40 percent
with a step of 10 percent. We generated 1,000 sentiment
trends, and stored the corresponding original time series
(with 0 percent of random noise) in the CTree, also

4. Our CTree implementation and datasets can be found at http://
www.mi.parisdescartes.fr/~themisp/ctree/
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duplicating them and adding noise for each of the above
parameters. Overall, we stored 5,000 time series in the CTree.

In our evaluation we also use two real datasets. The first
contains user comments from Drug ratings, YouTube, and
Slashdot, which were manually annotated for sentiment; we
have described this dataset in detail in the Introduction. The
second dataset comes from Twitter, containing approxi-
mately 7 million tweets on 30 trending topics; more details
are provided in Section 7.4.

7.1 Contradiction Detection Accuracy

We evaluate the accuracy of our measures for contradiction
detection on the real manually labelled dataset of sentiment
distributions [8] described in Section 1, comparing them to
several machine learning classifiers from Weka data mining
tool. We used the same dataset both for training and testing,
reporting the average statistics for 10-fold cross-validation,
where 90 percent of data were used for training and 10 per-
cent for testing on every split iteration.

As the main alternative to our methods we chose an SVM
classifier (nu-SVC type using radial kernel), with its param-
eters optimized for the best precision. In addition to SVM,
we used the Logistic Regression (LR) classifier. Both classi-
fiers used feature vectors based either on means and varian-
ces of sentiment distributions (the default) or on complete
histograms (reported as hist). In contrast, our classifiers
based on the sentiment contradiction formula (Sent-C) and
the entropy contradiction formula (Ent-C) use only statisti-
cal aggregates as input data, which are much less descrip-
tive than histograms. Similarly to machine learning
classifiers, our methods used thresholds yielding the best
accuracy on training data.

The results of our evaluation are shown in Table 1, where
we report the overall accuracy (of instances correctly classi-
fied as contradictory or non-contradictory) and precision
with recall (of instances correctly classified as contradic-
tory). Since our dataset is balanced, the baseline accuracy
and F-Measure for classifying contradictions are 50 and 66.7
percent, respectively.

The best results were achieved by our proposed
approach, Sent-C, which is 3 percent more accurate than
SVM. SVM-hist, which uses much more information is still
performing below Sent-C, and the same is true for Ent-C2
(entropy contradiction formula with two clusters: positive
and negative). Ent-C3 (entropy contradiction formula with
three clusters, where we additionally take into account the
neutral sentiments) resulted in better recall, but consider-
able precision loss, since many non-contradictory distribu-
tions were reported as contradictory. The LR method
demonstrated significantly worse results and was not able
to benefit from using histogram data either, most likely

because it was not possible to separate the different classes
in a linear space.

We should note, that in this experiment SVM methods
were rather good at classifying contradictions mainly
because of the cross-validation and exhaustiveness of the
evaluation dataset. While the first circumstance alone
required training on the 90 percent of whole data, in combi-
nation with the second one it made most of the testing sam-
ples similar to those used for training. This makes the
reported precision values for these methods reading as an
optimistic estimate, rather than the actual performance. On
the other hand, the optimal value of the contradiction
threshold used in these experiments was most often equal
to 0.5 of the average contradiction level across all tested
samples, indicating that our approaches are very effective
even with the default setting of the adaptive threshold.

We further note that our model uses only statistical
moments (Sent-C) or polarity counts (Ent-C) as input data,
which are less descriptive than histograms. Furthermore,
our methods in this case did not apply the significance-
based weighting, since we used annotated data based on
text collections of the same size. Because SVM utilizes nor-
malized values, it cannot automatically handle situations
when statistical values are not significant due to a small
number of sentiments. Even when the number of sentiments
is added as an additional feature, pruning on this feature
can be either uncontrollably biased by other features, or
very strict, depending on training data.

Even though SVM methods have demonstrated good
performance, they fail at delivering several other important
properties that are relevant for our problem. These include
measuring the level of contradiction, filtering and ranking
the result set, and automatically handling situations when
statistical values are not significant (due to a small number
of sentiments). Moreover, SVM methods are not able to
adapt to different kinds of sentiment biases in real datasets
without training. In contrast, we can control sensitivity
of our method using # parameter, and additionally it is pos-
sible to compensate biased sentiments by adjusting mS ,
without modifying the actual values stored in the CTree.

7.2 Contradiction Detection on Noisy Data

We evaluate the accuracy of our method by measuring pre-
cision and recall of extracting contradictions for varying
classifier performance. We randomly picked 10 original
time series from our synthetic dataset, each having five
noise versions, with the ratio of random sentiments ranging
from 0 to 40 percent, roughly equivalent to a sentiment clas-
sifier precision varying from 95 to 55 percent.5 We note that
for large-scale applications, high sentiment classification
precision is more important than high recall, since the task
is to accurately measure the average sentiment of a sample
population. Contradiction precision is computed as the per-
centage of the extracted contradiction intervals that match
to the correct ones. Contradiction recall is computed as the
percentage of the true contradiction intervals, which were
actually extracted. In Fig. 9 we demonstrate the overall

TABLE 1
Contradiction Detection Performance

Method Sent-C Ent-C2
(Ent-C3)

SVM
(SVM hist)

LR
(LR hist)

Baseline

Accuracy 82.0 79.7 (70.3) 78.9 (79.7) 68.8 (66.4) 50.0
Precision 93.6 85.2 (67.6) 91.1 (93.2) 72.2 (66.2) 50.0
Recall 68.8 71.9 (78.1) 64.1 (64.1) 60.9 (67.2) 100.0
F-Measure 79.3 78.0 (72.5) 75.2 (75.9) 66.1 (66.7) 66.7

5. Since some sentiment variation is present in the synthetic time
series even at zero noise setting, and since the equivalent precision
depends on the distance between trend and mean noise sentiments.
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accuracy of our method. We used a constant threshold for
all time series (0.05 fixed and 2.5 adaptive) and compared
the extracted contradictions for noisy time series with the
ones for noise-free time series. We observe that the precision
is gradually decreasing with noise, yet maintaining a usable
level until about 20 percent of random noise, which is feasi-
ble for state-of-the-art sentiment classifiers. The recall for a
fixed threshold remains very high for all settings, while the
recall for adaptive threshold drops slightly due to the
increased absolute threshold value.

In order to evaluate the accuracy of asynchronous contra-
dictions, we manually identified major changes of opinion
in the selected time series (without noise), and used them as
the ground truth. We did not consider as asynchronous con-
tradictions such changes of opinion, where the sentiment
time series shortly crosses the zero line and then goes
back (e.g., such as points 2 and 5 on Fig. 7). For these
experiments we used a fixed 0.05 contradiction threshold,
and a 0.5 coefficient for time series smoothing. Applying
an adaptive threshold instead of a constant threshold in
this case does not yield a dramatic improvement of preci-
sion of asynchronous contradictions, since their level only
depends on variance (sentiment mean is zero at the
change point), which remains almost constant for large
aggregation granularities.

The graph in Fig. 10 shows the accuracy of detecting asyn-
chronous contradictions with and without regression
smoothing applied. It also demonstrates the performance of
using single (10 days) and multiple (10 days, 30 days) aggre-
gation granularities. The latter method detects contradic-
tions at larger granularity and combines them with those
detected at smaller granularity, in order to efficiently capture
both rapid (local) and slow (global) changes of sentiments.

We observe that both methods correctly identify a large
fraction of the contradictions at all noise settings. The recall
is varying from above of 90 to about 65 percent, and stays
firmly above 75 percent for the smoothing multi-granularity
version at low to mid noise levels, meaning that our method
is applicable to and useful for information retrieval pur-
poses. The fact that recall values never reach 100 percent in
this particular experiment reveals that a small fraction of
opinion changes can not be detected even at the granularity
of 30 days. Precision values are significantly better for the
smoothing multi-granularity version of our method (95 per-
cent) compared to either average or single-granularity ver-
sions (50-75 percent).

The obtained results clearly indicate the superiority of
the multi-granularity time series analysis method over the
single-granularity method. In its turn, the multi-granularity
method further justifies the necessity to use our hierarchical
storage for sentiments, CTree, which provides fast simulta-
neous access to different sentiment aggregation levels.

7.3 Evaluation of Scalability

We evaluate the scalability of CTree for the topic contra-
diction Problem (2), where we want to identify the contra-
dictions of a single topic within some time interval, and for
the all topic contradictions Problem (3), where we are inter-
ested in doing the same for all topics. The obtained results,
however, are indicative for other similar types of queries to
our storage, which require ad-hoc navigation to time inter-
vals, either without their parents (equiv. to fixed-threshold
contradiction queries), or with the simultaneous access to
parent-level statistical aggregates (equiv. to adaptive-
threshold contradiction queries).

During this study, the parameters of the contradiction for-
mula were at their default values as described in Section 5.
Changing formula’s parameters will enlarge or reduce the
number of contradictions being detected, but the computa-
tional efficiency will be the same. Performance of our
approach does not depend on the value of threshold because
we are not storing pre-computed contradiction values, and so
the database is unable to apply indices or filtering on this
parameter. Fixed and adaptive threshold approaches, how-
ever, return slightly different sets of contradictions. The first
one returns largest contradictions themselves, and the second
returns contradictions that are greater than p-times values of
their respective parent intervals. The value of p was empiri-
cally set at 0.6 to return a result set with an average size equal
to the one when using a fixed threshold. This allows us to
compare the relative performance of bothmethods.

To test the scalability, we generated sets of 25 queries for
Problems (2) and (3), using granularities and topic ids
drawn uniformly at random. We compare our solution,
CTree, against a database implementation, Cdb, which
stores the contents of CTree nodes in a single database table.
For this table, we created the appropriate database indices
(for time, granularity and topics), based on the performance
profiling suggested for our queries.

In the first set of experiments, we measured the time
needed to execute single- and all-topic queries as a function
of the time interval, t, and the granularity of the time win-
dows (Fig. 11). We report results for both the fixed threshold
and the adaptive threshold.

The adaptive threshold queries require in all cases more
time since the threshold in this case has to be computed
based on the contradiction value of the parent time window,
which incurs more computation. This difference is

Fig. 9. Precision and recall of contradiction detection versus sentiment
classifier performance.

Fig. 10. Precision and recall of asynchronous contradictions versus single
or multiple aggregation granularities, and smooth versus average
sentiment.
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pronounced for Cdb, because it involves an extra join for
obtaining the parent time window. On the other hand, the
same result in the CTree is achieved by following pointers,
resulting in a minimal additional cost.

We observe that both single-topic and all-topics queries
(see Figs. 11a and 11b) scale linearly with the size of t. This
confirms our analytic results, and is explained by the fact
that the queries have to return contradictions for all time
windows (of a specific granularity) that are contained in t.
For single-topic queries with fixed threshold, the database
is able to use all its indices (i.e., on topic, time windows,
and granularity) to answer the queries, therefore, achieving
fast response times. In all other cases (i.e., all-topic queries,
or adaptive threshold), the CTree approach performs up to
three orders of magnitude faster than Cdb. This pronounced
difference is explained by the ability of CTree to access
sequential time intervals without having to navigate
through the index for each one of them—a situation taking
place in the case of Cdb.

Figs. 11c and 11d depict the time results when we vary
the granularity of the time windows specified by the queries.
Increasing the granularity translates to larger time windows
and a smaller number of time windows for the same time
interval. Thus, response times get lower. Once again, we
observe the same trends in the relative performance between
CTree and Cdb as with the previous experiments.

Finally, we measured the time needed to update the
CTree and Cdb. In Fig. 12, we report the average time to

perform 1,000 updates as a function of the number of topics.
Each update operation corresponds to the update of a time
window of the finest granularity (and consequently, of all
its ancestors as well), or the creation of a new such window
(and the update of its ancestors). The graph shows that
update cost scales linearly with the number of topics in the
system and that CTree performs four times faster than Cdb.
This agrees well with the discussion in Section 6, that access
cost is proportional to the number of topics.

Since the database solution stores information about all
the topics in the same table and treats them uniformly, its
performance can not be improved for the cases where some
topics are more popular (receive more queries) than others.
Therefore, the uniform distribution of topic ids used in our
experiments favors the database approach. In contrast,
CTree can arrange topics using different orderings (e.g.,
sorted by popularity or contradiction level), and do so inde-
pendently for each time interval.

To have a notion on how significantly the performance of
the CTree at answering top-k queries improves when topics
are stored prearranged by their level of contradiction, we
performed an experiment on a range of “all-topics” queries
with random parameters. In Fig. 13, we plot the average
execution times for Problem (3) using a varying limit on the
number of returned contradictions. It is clearly visible that a
sorted version of the CTree performs on average 6 times
faster than the original one. However, this approach
reduces performance for the ad-hoc topic access in the case
when topics are arranged by contradictions rather than
popularity.

7.4 Evaluation on Twitter

Finally, to demonstrate the usefulness of our approach, we
selected 30 trending topics from Twitter, which featured the
most prominent events for the period of half a year, from
June 2009 till December 2009. This dataset contained approx-
imately 7 million tweets, which we assigned with sentiment
labels by SentiStrength, as more appropriate for short mes-
sages, and applied CTree algorithm on them to detect contra-
dictions. We then used a 1-day aggregation for the time
series of sentiments and automatically labeled the highest
contradictions by TF-IDF keywords. The result of our proc-
essing can be seen in Fig. 14, demonstrating sentiments about
the Large Hardon Collider, at the time when it was malfunc-
tioning. In this example, we see that people started to talk
negatively in the aftermath of the first experiments (marked
“collision”), while the news about the record beam energy
(marked “record energy”) pushed sentiments back to neutral,

Fig. 11. Single-topic versus all-topics queries scalability.

Fig. 12. Update time versus number of topics stored.

Fig. 13. Top-k queries execution time.
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showing that our approach is able to produce meaningful
output on such large-scale noisy data, as tweets.

8 CONCLUSIONS

In this paper, we formally define the concepts of sentiment
and opinion contradictions and the problems of their detec-
tion with respect to the time dimension for a single or all
topics. We propose approaches for information-preserving
storage of diverse sentiments and for detecting contradic-
tions for large-scale and noisy data sources, which is the
first general and systematic solution to the problem. An
experimental evaluation with synthetic and real data dem-
onstrates the applicability, usefulness, and efficiency of the
proposed solution.
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