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Abstract

We present a novel approach to multivariate time series forecasting by framing it as
a multi-task learning problem. We propose an optimization strategy that enhances
single-channel predictions by leveraging information across multiple channels. Our
framework offers a closed-form solution for linear models and connects forecasting
performance to key statistical properties using advanced analytical tools. Empirical
results on both synthetic and real-world datasets demonstrate that integrating our
method into training loss functions significantly improves univariate models by
effectively utilizing multivariate data within a multi-task learning framework.

1 Introduction

Multivariate time series forecasting (MTSF) is crucial in fields where predictions depend on multiple
interrelated variables. Capturing dependencies among channels with varying dynamics poses sig-
nificant challenges. Traditional methods either treat channels independently—losing cross-channel
information—or use complex multivariate models that are computationally intensive and prone to
overfitting, especially with limited data. We reframe MTSF as a multi-task learning (MTL) problem
by treating each time series channel as a related task. This approach leverages shared knowledge to
enhance single-channel predictions through effective information transfer. By balancing shared and
specific components, we improve forecasting accuracy of state-of-the-art univariate models.

Our Approach. We frame MTSF within a multi-task learning framework by treating each of the
T time series channels as a separate task. For each task t, we have training data X(t) ∈ Rd×nt and
responses Y(t) ∈ Rq×nt . We model the response using a linear signal-plus-noise model: [24]:

Y(t) =
X(t)⊤Wt√

Td
+ ε(t), ∀t, (1)

where ε(t) represents noise, and Wt combines shared and task-specific components:

Wt = W0 +Vt. (2)

Here, W0 captures common information, while Vt captures deviations unique to each task.

Theoretical Analysis and Optimization. We aim to retrieve the common and specific hyperplanes,
W0 and Vt, through the following minimization problem:
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where γ = [γ1, . . . , γT ] serves as a regularization term for each task, controlling the degree of
overfitting (small γt) or underfitting (large γt). This formulation balances shared and task-specific
components, optimizing the performance of the MTL framework for forecasting.

Contributions. Our main contributions are:

1. We develop an optimization framework for MTSF within the MTL paradigm, providing
closed-form solutions for linear models.

2. Using random matrix theory, we derive exact expressions for training and test risks, offering
insights into balancing shared and task-specific learning.

3. We present a data-dependent solution for optimal hyperparameters, informed by data covari-
ances and noise levels, facilitating practical implementation.

4. We validate our approach on real datasets, showing significant improvements over univariate
models and achieving performance comparable to state-of-the-art multivariate models.

Applications and Results. We validate our framework on multivariate time series forecasting, show-
ing that our multi-task learning approach enhances univariate forecasting models like PatchTST [22]
and DLinear [36] by leveraging shared learning across channels. Our method achieves performance
comparable to state-of-the-art multivariate models such as SAMformer [12] and iTransformer [17],
demonstrating the effectiveness of treating MTSF as a multi-task learning problem.

2 Related Work

Multi-Task Learning and Theoretical Bounds. Multi-task learning (MTL), introduced by Caruana
[3], improves performance by sharing information across tasks. Recent research has focused on task
diversity [11] and theoretical risk bounds, exploring task correlations via contrasts [16] and transfer
distances [20], providing insights into generalization error and task similarity [21]. However, these
studies are often theoretical and lack practical algorithms for optimizing hyperparameters—gaps we
address in this work by offering practical performance evaluations and tuning insights.

Random Matrix Theory in MTL. Random Matrix Theory (RMT) provides precise estimates for
metrics like train/test risk in high-dimensional settings [1, 30]. While RMT has been applied to MTL
for classification [31], its use in forecasting remains underexplored. We build on these findings to
tackle multivariate forecasting, focusing on hyperparameter selection within an optimized framework,
drawing inspiration from studies on negative transfer [35].

Multivariate Time Series Forecasting. RMT has seen limited application in Multi-Task Sequential
Forecasting (MTSF), a common task in fields like healthcare [4], energy [33], and finance [28].
Methods range from classical models [5, 29] and ARIMA [2] to deep learning approaches [12, 22,
25, 34, 38]. While univariate models [22] are often used for multivariate forecasting, we enhance
such models by integrating regularization from RMT and MTL.

3 Framework

Notation. Matrices are denoted by uppercase bold letters (e.g., A), vectors by lowercase bold letters
(e.g., v), and scalars by regular type (e.g., a). The Kronecker product is denoted by A ⊗B. The
canonical vector of RT is e

[T ]
t , and Diag(x) denotes a diagonal matrix with elements of x. The

Frobenius norm of a matrix M is ∥M∥F =
√
tr(M⊤M). The training data is denoted by:

Y = [Y(1), . . . ,Y(T )] ∈ Rq×n, Z =

T∑
t=1

(e
[T ]
t e

[T ]
t

⊤
)⊗X(t) ∈ RTd×n,

where n =
∑T

t=1 nt is the total number of samples across all tasks.
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3.1 Multi-Task Model

We solve the multi-task forecasting problem by finding Ŵ = [Ŵ⊤
1 , . . . ,Ŵ

⊤
T ]

⊤ ∈ RdT×q under the
assumption Wt = W0 +Vt, where W0 is the shared component. The optimization problem is:

min
(W0,V)∈Rd×q×RdT×q

J (W0,V),

where

J (W0,V) =
1

2λ
∥W0∥2F +

1
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+
1

2
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∥∥∥∥∥
2

F

.

This convex optimization problem has a unique solution as shown in Appendix B.

3.2 Assumptions

Concentrated Random Vectors. We assume feature vectors x(t)
i are concentrated random vectors,

meaning they satisfy concentration inequalities and have zero mean with bounded covariance Σ(t).
This assumption holds for Gaussian vectors, vectors uniformly distributed on spheres, and certain
Lipschitz transformations, capturing a wide range of practical data settings [26].

High-Dimensional Asymptotics. We consider a high-dimensional asymptotic regime where nt =

O(d) and T = O(1), assuming n/d
a.s.−−→ c0 < ∞. This setting is common in applications such as

telecommunications, finance, and machine learning [7, 23].

More details about these assumptions and their implications can be found in Appendix A.

4 Main Theoretical Results

4.1 Performance Estimation

Given training data X ∈ Rn×d and response Y ∈ Rn×q , we define the training and test risks as:

R∞
train =

1

Tn
E
[
∥Y − g(X)∥22

]
, R∞

test =
1

T

T∑
t=1

E[∥y(t) − g(x(t))∥22].

where: g(x(t)) = 1
Td

(
e
[T ]
t ⊗ x(t)

)⊤
AZQY, and Q =

(
Z⊤AZ

Td
+ ITd

)−1
.

To analyze R∞
train and R∞

test, we use a deterministic equivalent of Q, denoted M̄, which approximates
Q in a linear form. This approach allows estimating key quantities like 1

d tr(AQ) using the coresolvent

Q̃ =

(
A

1
2 ZZ⊤A

1
2

Td + ITd

)−1

.

Using Lemma 1, we derive deterministic equivalents to characterize the asymptotic behavior of test
risks, leading to the following theorem.
Theorem 1 (Asymptotic Test Risk). Under the assumptions of concentrated random vectors and
high-dimensional asymptotics, the asymptotic test risk is given by:

R∞
test =

tr
(
W⊤A− 1

2
¯̃Q2(A)A− 1

2 W
)

Td︸ ︷︷ ︸
signal term

+
tr(ΣnQ̄2)

Td
+ tr(Σn)︸ ︷︷ ︸

noise terms

,

where ¯̃Q2(A) and Q̄2 are deterministic equivalents for specific matrix forms of Q̃ and Q.

The proof and detailed derivations are provided in Appendix D.

4.2 Error Contribution Analysis

We decompose the test risk into signal and noise components.

Signal Term. Approximated as tr(W⊤(AΣ + I)−2W), where Σ =
∑T

t=1
nt

d Σ(t). The matrix
(AΣ + I)−2 amplifies both independent and cross terms, enhancing the multi-task effect and de-
creasing the test risk. The cross terms, critical for multi-task learning, are maximized when task
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Table 1: MTL regularization results. Models marked with † are state-of-the-art multivariate bench-
marks. We compare MTL-regularized models to their unregularized versions. MSEs are averaged
over 3 seeds, * indicates significant improvement (p < 0.05) and bold values show the top performers.

Dataset H
with MTL regularization without MTL regularization

PatchTST DLinearU Transformer PatchTST DLinearU DLinearM Transformer SAMformer† iTransformer†
E

T
T

h1

96 0.385 0.367∗ 0.368 0.387 0.397 0.386 0.370 0.381 0.386
192 0.422 0.405∗ 0.407∗ 0.424 0.422 0.437 0.411 0.409 0.441
336 0.433∗ 0.431 0.433 0.442 0.431 0.481 0.437 0.423 0.487
720 0.430∗ 0.454 0.455∗ 0.451 0.428 0.519 0.470 0.427 0.503

E
T

T
h2

96 0.291 0.267∗ 0.270 0.295 0.294 0.333 0.273 0.295 0.297
192 0.346∗ 0.331∗ 0.337 0.351 0.361 0.477 0.339 0.340 0.380
336 0.332∗ 0.367 0.366∗ 0.342 0.361 0.594 0.369 0.350 0.428
720 0.384∗ 0.412 0.405∗ 0.393 0.395 0.831 0.428 0.391 0.427

W
ea

th
er

96 0.148 0.149∗ 0.154∗ 0.149 0.196 0.196 0.170 0.197 0.174
192 0.190 0.206∗ 0.198∗ 0.193 0.243 0.237 0.214 0.235 0.221
336 0.242∗ 0.249∗ 0.258 0.246 0.283 0.283 0.260 0.276 0.278
720 0.316∗ 0.326∗ 0.331 0.322 0.339 0.345 0.326 0.334 0.358

covariances are aligned (i.e., Σ−1
t Σv = Id), boosting performance. Larger Fisher distances between

tasks reduce these beneficial correlations.

Noise Term. Approximated as tr(ΣN (A−1 +Σ)−1) , the noise term lacks cross-task interactions
due to independent noise, affecting only diagonal elements and contributing to negative transfer. It
increases with sample size and λ, hindering task transfer—a critical factor in multi-task learning.

5 Application to Multivariate Time Series Forecasting

We apply our theoretical framework to Multivariate Time Series Forecasting (MTSF), extending
previous work from a linear setting to neural networks. The presented results assume optimal lambda
values, as discussed in Appendix I.

Motivation. Many current MTSF models are univariate, neglecting the multivariate information
available in benchmarks. Our framework is well-suited for MTSF models that utilize a linear layer for
historical data projection, improving forecasting accuracy. Additionally, under the assumption that
input vectors are concentrated, we aim to explore whether our theoretical results, developed for linear
models, could extend to neural networks. Since neural networks are Lipschitz continuous functions,
they preserve the concentration property of inputs, making it plausible that our theory could apply in
this context as well.

Our approach. We modify the loss function to include feature-specific transformations ft and a
shared transformation f0. For a neural network f with inputs X, we compare univariate models with
and without MTL regularization: fMTL

t (X(t)) = ft(X
(t)) + f0(Y). The regularized loss is:

L(X,Y) =

T∑
t=1

∥Y(t) − fMTL
t (X(t))∥2F + λ∥f0(X)∥2F +

T∑
t=1

γt∥ft(X(t))∥2F .

This balances fitting multivariate series with shared dynamics and specific channels.

Results. Experiments on various datasets show MTL regularization improves PatchTST, DLinearU,
and Transformer models compared to their unregularized versions and state-of-the-art multivariate
models like SAMformer and iTransformer. The best performances are achieved by PatchTST and
DLinearU with MTL regularization, often outperforming state-of-the-art models. Detailed results
are in Table 1 and Appendix H.3.

6 Conclusions and Future Works

In this paper, we proposed the application of multi-task learning to multivariate time series forecasting,
providing a theoretical foundation and practical insights. By deriving a closed-form solution for linear
multi-task optimization and employing Random Matrix Theory, we quantified training and testing
risks, revealing key insights into high-dimensional multi-task regression. Our approach, validated
on traditional real-world forecasting benchmarks, demonstrates the potential of multi-task learning
trough a regularization term to enhance forecasting accuracy of the state-of-the-art univariate models.
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A Discussion about the Main Assumptions

A.1 On the zero-mean assumption

We would like to note that we are assuming that both the noise ε and the feature x(t)
i have zero mean.

This is a common assumption in many statistical models and it simplifies the analysis. However, this
assumption is not restrictive. In practice, if the data or the response variable are not centered, we can
always preprocess the data by subtracting the mean. This preprocessing step brings us back to the
zero-mean setting that we consider in our theoretical analysis.

A.2 Concentration of Random Vectors

Our theoretical analysis is based on the assumption that the data are concentrated random vectors.
This means that in high-dimensional spaces, the data exhibit stable statistical properties, even after
complex transformations. This assumption is more realistic and encompassing than traditional
Gaussian assumptions, as it applies to a wider class of distributions and data types encountered in
practice.

The justification for this assumption stems from the behavior of neural networks in tasks like
image recognition and natural language processing. Neural networks act as Lipschitz continuous
functions, preserving distances between inputs and outputs to some extent, which leads to concentrated
representations. Recent studies have demonstrated that both real-world datasets and synthetic data
generated by Generative Adversarial Networks (GANs) exhibit concentration phenomena [8, 27, 32]..

By considering concentrated random vectors, we can more accurately model the behavior of algo-
rithms on complex, high-dimensional data without relying on restrictive distributional assumptions.
This approach captures the stability and structure inherent in modern datasets, providing a solid
foundation for our theoretical results.

A.3 High-Dimensional Asymptotics

We also assume a high-dimensional asymptotic regime where both the feature dimension d and the
sample size n grow large together, with their ratio d/n approaching a finite constant. This assumption
reflects the nature of modern datasets, where collecting more data often involves increasing both the
number of samples and the number of features, as seen in genomics and image analysis.

This high-dimensional perspective is more appropriate than classical settings where n grows while d
remains fixed, which may not capture the complexities and interactions present in large-scale data. By
allowing both d and n to increase, we account for the intricate relationships and potential overfitting
issues that can arise in high dimensions.

Under this regime, the variance of our estimators scales as O
(

1√
dn

)
, implying that as both d and n

become large, the variance diminishes, and empirical results closely match theoretical predictions.
This scaling offers better reliability compared to scenarios where only n increases, reinforcing the
practical relevance of our theoretical findings.

B Minimization Problem

B.1 Computation of Ŵt and Ŵ0

The proposed multi task regression finds Ŵ = [Ŵ⊤
1 , . . . ,Ŵ

⊤
k ]

⊤ ∈ RdT×q which solves the
following optimization problem using the additional assumption of relatedness between the tasks
(Wt = W0 +Vt for all tasks t):

min
(W0,V)∈Rd×Rd×T×RT

J (W0,V) (4)

9



where

J (W0,V) ≡ 1

2λ
tr
(
W⊤

0 W0

)
+

1

2

T∑
t=1

tr
(
V⊤

t Vt

)
γt

+
1

2

T∑
t=1

tr
(
ξ⊤t ξt

)
ξt = Y(t) − X(t)⊤Wt√

Td
, ∀t ∈ {1, . . . , T}.

The Lagrangian introducing the lagrangian parameters for each task t, αt ∈ Rnt×q reads as

L(W0,Vt, ξt,αt) =
1

2λ
tr
(
W⊤

0 W0

)
+

1

2

T∑
t=1

tr
(
V⊤

t Vt

)
γt

+
1

2

∑
t=1

tr
(
ξ⊤t ξt

)
+

T∑
t=1

tr

(
α⊤

t

(
Y(t) − X(t)⊤(W0 +Vt)√

Td
− ξt

))

Differentiating with respect to the unknown variables Ŵ0, V̂t, ξt, αt and bt, we get the following
system of equation

1

λ
Ŵ0 −

T∑
t=1

X(t)αt√
Td

= 0

1

γt
V̂t −

X(t)αt√
Td

= 0

ξt −αt = 0

Y(t) − X(t)⊤Ŵ0√
Td

− X(t)⊤V̂t√
Td

− ξt = 0

Plugging the expression of Ŵ0, V̂t and ξt into the expression of Y(t) gives

Y(t) = λ

T∑
t=1

X(t)⊤X(t)

Td
αt + γt

X(t)⊤X(t)

Td
αt +αt

which can be rewritten as

Y(t) = (λ+ γt)
X(t)⊤X(t)

Td
αt + λ

∑
v ̸=t

X(t)⊤X(v)

Td
αv +αt

With Y = [Y(1)⊤, . . . ,Y(T )⊤]⊤ ∈ Rn×q, α = [α⊤
1 , . . . ,α

⊤
k ]

⊤ ∈ Rn×q,

Z =
∑T

t=1 e
[T ]
t e

[T ]
t

⊤
⊗X(t) ∈ RTd×n, this system of equations can be written under the following

compact matrix form:

Q−1α = Y

with Q =
(

Z⊤AZ
Td + In

)−1

∈ Rn×n, and A =
(
Dγ + λ1T 1⊤

T

)
⊗ Id ∈ RTd×Td.

Solving for α then gives:

α = QY

Moreover, using Ŵt = Ŵ0 + V̂t, the expression of Wt becomes:

Ŵt =

(
e
[T ]
t

⊤
⊗ Id

)
AZα√
Td

,

Ŵ0 =
(
1⊤
T ⊗ λId

) Zα√
Td

.
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C Lemma 1 and proof with Random Matrix Theory

C.1 Lemma 1

Lemma 1 (Deterministic equivalents for Q̃, Q̃MQ̃ and Q2 for any M ∈ Rn×n). Under the
concentrated random vector assumption for each feature vector x

(t)
i and under the growth rate

assumption (Assumption ??), for any deterministic M ∈ Rn×n, we have the following convergence:

Q̃ ↔ ¯̃Q, Q̃MQ̃ ↔ ¯̃Q2(M), Q2 ↔ Q̄2

where ¯̃Q2, ¯̃Q and Q̄2 are defined as follows

¯̃Q =

(
T∑

t=1

c0C
(t)

1 + δt
+ ITd

)−1

, δt =
1

Td
tr
(
Σ(t) ¯̃Q

)
, C(t) = A

1
2

(
e
[T ]
t ⊗Σ(t)

)
A

1
2

¯̃Q2(M) = ¯̃QM ¯̃Q+
1

Td

T∑
t=1

dt
1 + δt

¯̃QC(t) ¯̃Q, d =

(
IT − 1

Td
Ψ

)−1

Ψ(M) ∈ RT

Q̄2 = In − Diagt∈[T ](vtInt), vt =
1

Td

tr(C(t) ¯̃Q)

(1 + δt)2
+

1

Td

tr
(
C(t) ¯̃Q2(In)

)
(1 + δt)2

where

Ψ(M) =

 nt

Td

tr
(
C(t) ¯̃QM ¯̃Q

)
1 + δt


t∈[T ]

∈ RT , Ψ =

 nt

Td

tr
(
C(t) ¯̃QC(t′) ¯̃Q

)
(1 + δt)(1 + δt′)


t,t′∈[T ]

∈ RT×T ,

C.2 Deterministic equivalent of the resolvent Q̃

The evaluation of the expectation of linear forms on Q̃ and Q̃2 can be found in the literature. To find
a result that meets exactly our setting, we will cite [18] that is a bit more general since it treats cases
where E[x(t)

i ] ̸= 0 for t ∈ [T ] and i ∈ [nt]. Unlike the main paper, and to be more general, the study
presented below is “quasi asymptotic” meaning that the results are true for finite value of d, n. Let
us first rewrite the general required hypotheses, adapting them to our setting. For that purpose, we
consider in the rest of this paper a certain asymptotic I ⊂ {(d, n), d ∈ N, n ∈ N} = N2 satisfying:

{d,∃n ∈ N : (d, n) ∈ I} = N and {n, ∃ d ∈ N : (d, n) ∈ I} = N.

such that n and d can tend to ∞ but with some constraint that is given in the first item of Assumption 1
below. Given two sequences (ad,n)d,n∈I , (bd,n)d,n∈I > 0, the notation ad,n ≤ O(bd,n) (or a ≤
O(b)) means that there exists a constant C > 0 such that for all (d, n) ∈ I , ad,n ≤ Cbd,n.

Assumption 1. There exists some constants C, c > 0 independent such that:

• n ≤ O(d)

• Z = (z1, . . . , zn) ∈ RTd×n has independent columns

• for any (d, n) ∈ I , and any f : RTd×n → R 1-Lipschitz for the euclidean norm:

P (|f(Z)− E[f(Z)]| ≥ t) ≤ Ce−ct2 .

• ∀i ∈ {n, ∃d ∈ N, (d, n) ∈ I}: ∥E[zi]∥ ≤ O(1).

Theorem 2 ([18], Theorem 0.9.). Given T ∈ N, Z ∈ RTd×n and two deterministic A ∈ RTd×Td,
we note Q̃ ≡ ( 1

TdA
1
2ZZ⊤A

1
2 + ITd)

−1. If Z satisfies Assumption 1 and M ∈ RTd×Td is a
deterministic matrix satisfying ∥M∥F ≤ 1, one has the concentration:

P
(∣∣∣tr(MQ̃)− tr(M ¯̃Qδ(S)(S))

∣∣∣ ≥ t
)
≤ Ce−ct2 ,
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where S = (S1, . . . ,Sn) = (E[z1z⊤1 ], . . . ,E[znz
⊤
n ]), for δ ∈ Rn, ¯̃Qδ is defined as:

¯̃Qδ(S) =

 1

Td

∑
i∈[n]

A
1
2SiA

1
2

1 + δi
+ ITd

−1

,

and δ(S) is the unique solution to the system of equations:

∀i ∈ [n] : δ(S)i =
1

n
tr
(
A

1
2SiA

1
2
¯̃Qδ(S)

)
.

We end this subsection with some results that will be useful for next subsection on the estimation of
bilinear forms on ¯̃Q.
Lemma 2 ([18], Lemmas 4.2, 4.6). Under the setting of Theorem 2, given a deterministic vector
u ∈ RTd such that ∥u∥ ≤ O(1) and two deterministic matrices U,V such that ∥U∥, ∥V∥ ≤ O(1)
and a power r > 0, r ≤ O(1):

• E
[∣∣∣u⊤UQ̃−iVzi

∣∣∣r] ≤ O(1)

• E
[∣∣∣ 1

Tdz
⊤
i UQ̃−iVzi − E

[
1
Td tr

(
ΣiU

¯̃QB
)]∣∣∣r] ≤ O

(
1

d
r
2

)
.

C.3 Deterministic equivalent of bilinear forms of the resolvent

To simplify the expression of the following theorem, we take A = ITd. One can replace Z with
A

1
2Z to retrieve the result necessary for the main paper.

Theorem 3. Under the setting of Theorem 2, with A = ITd, one can estimate for any deterministic
matrices U,V ∈ RTd such that ∥U∥, ∥V∥ ≤ O(1) and any deterministic vector u,v ∈ RTd such
that ∥u∥, ∥v∥ ≤ 1, if one notes B = 1

TdV or B = uv⊤, one can estimate:∣∣∣∣∣E [tr(BQ̃UQ̃)
]
−Ψ(U,B)− 1

Td
Ψ(U)⊤

(
In − 1

Td
Ψ

)−1

Ψ(B)

∣∣∣∣∣ ≤ O

(
1√
d

)
(5)

where we noted:

• ¯̃Q ≡ ¯̃Qδ(S), δ = δ(S),

• Ψ ≡ 1
Td

(
tr
(
Si

¯̃QSj
¯̃Q
)

(1+δi)(1+δj)

)
i,j∈[n]

∈ Rn,n

• ∀U ∈ Rn×n : Ψ(U) ≡ 1
Td

(
tr
(
U ¯̃QSi

¯̃Q
)

1+δi

)
i∈[n]

∈ Rn

• ∀U,V ∈ Rn×n : Ψ(U,V) ≡ 1
Td tr

(
U ¯̃QV ¯̃Q

)
∈ R

If there exist T < n dinstinct matrices C1, . . . ,CT such that:

{S1, . . . ,Sn} = {C1, . . . ,CT } ,
and if we denote ∀t ∈ [T ] nt = #{i ∈ [n] | Si = Ct} and:

P ≡

IT −

 ntnv

(Td)2

tr
(
St

¯̃QSv
¯̃Q
)

(1 + δt)(1 + δv)


t,v∈[T ]


−1

∈ RT,T

∀U ∈ RTd×Td : ¯̃Q2(U) ≡ ¯̃QU ¯̃Q+
1

(Td)2

T∑
t,v=1

tr(St
¯̃QU ¯̃Q)Pt,v

¯̃QSv
¯̃Q

(1 + δt)(1 + δv)
,

the result of Theorem 3 rewrites:∥∥∥E
[
Q̃UQ̃

]
− ¯̃Q2(U)

∥∥∥ ≤ O

(
1√
d

)
(6)
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Proof. Given i ∈ [n], let us note Z−i = (z1, . . . , zi−1, 0, zi+1, . . . , zn) and Q̃−i = ( 1
TdZ−iZ

⊤
−i +

ITd)
−1, then we have the identity:

Q̃− Q̃−i =
1

Td
Q̃ziz

⊤
i Q̃−i and Q̃zi =

Q̃−izi

1 + 1
Tdz

⊤
i Q̃−izi

. (7)

Given u,v ∈ RTd, such that ∥u∥, ∥v∥ ≤ 1, let us express:

E

[
1

Td
u⊤
(
Q̃− ¯̃Q

)
UQ̃v

]
=

1

n

n∑
i=1

E

[
u⊤Q̃

(
Si

1 + δi
− ziz

⊤
i

)
¯̃QUQ̃v

]
(8)

(9)
First, given i ∈ [n], let us estimate thanks to (7):

E
[
u⊤Q̃Si

¯̃QUQ̃v
]
= E

[
u⊤Q̃−iSi

¯̃QUQ̃v
]
− 1

Td
E
[
u⊤Q̃ziz

⊤
i Q̃−iSi

¯̃QUQ̃v
]

Hölder inequality combined with Lemma 2 allows us to bound:

1

Td

∣∣∣E [u⊤Q̃ziz
⊤
i Q̃−iSi

¯̃QUQ̃v
]∣∣∣ ≤ 1

Td
E

[∣∣∣u⊤Q̃zi

∣∣∣2] 1
2

E

[∣∣∣z⊤i Q̃−iSi
¯̃QUQ̃v

∣∣∣2] 1
2

≤ O

(
1

d

)
,

one can thus deduce:

E
[
u⊤Q̃Si

¯̃QUQ̃v
]
= E

[
u⊤Q̃−iSi

¯̃QUQ̃v
]
+O

(
1

d

)
= E

[
u⊤Q̃−iSi

¯̃QUQ̃−iv
]
+O

(
1

d

)
.

(10)
Second, one can also estimate thanks to Lemma 7:

E
[
u⊤Q̃ziz

⊤
i
¯̃QUQ̃v

]
= E

[
u⊤Q̃−iziz

⊤
i
¯̃QUQ̃v

1 + 1
Tdz

⊤
i Q−izi

]
= E

[
u⊤Q̃−iziz

⊤
i
¯̃QUQ̃v

1 + δi

]
+O

(
1√
d

)
,

again thanks to Hölder inequality combined with Lemma 2 that allow us to bound:

E

[∣∣∣∣∣ δi − 1
Tdz

⊤
i Q−izi

(1 + δi)
(
1 + 1

Tdz
⊤
i Q−izi

) ∣∣∣∣∣ |u⊤Q̃−iziz
⊤
i
¯̃QUQ̃v|

]

≤ E

[∣∣∣∣δi − 1

Td
z⊤i Q−izi

∣∣∣∣2
] 1

2

E
[
|u⊤Q̃−iziz

⊤
i
¯̃QUQ̃v|2

] 1
2 ≤ O

(
1√
d

)
,

The independence between zi and Q̃−i (and ¯̃Q) then allow us to deduce (again with formula (7)):

E
[
u⊤Q̃ziz

⊤
i
¯̃QUQ̃v

]
= E

[
u⊤Q̃−iSi

¯̃QUQ̃−iv

1 + δi

]
+

1

Td
E

[
u⊤Q̃−iziz

⊤
i
¯̃QUQ̃ziz

⊤
i Q̃−iv

1 + δi

]
+O

(
1√
d

)
.

(11)
Let us inject (10) and (11) in (8) to obtain (again with an application of Hölder inequality and
Lemma 2 that we do not detail this time):

E

[
u⊤Q̃

(
Si

1 + δi
− ziz

⊤
i

)
¯̃QUQ̃v

]
=

1

Td
E

u⊤Q̃−iziz
⊤
i
¯̃QUQ̃ziz

⊤
i Q̃−iv(

1 + 1
nz

⊤
i Q̃−izi

)2
+O

(
1√
d

)
,

=
1

Td

E
[
u⊤Q̃−iSiQ̃−iv

]
(1 + δi)

2 tr
(
Si

¯̃QU ¯̃Q
)
+O

(
1√
d

)
,

Putting all the estimations together, one finally obtains:∥∥∥∥∥∥E
[
Q̃UQ̃

]
− E

[
¯̃QU ¯̃Q

]
− 1

(Td)2

n∑
i=1

tr
(
Si

¯̃QU ¯̃Q
)

(1 + δi)
2 E

[
Q̃−iSiQ̃−i

]∥∥∥∥∥∥ ≤ O

(
1√
d

)
(12)

One then see that if we introduce for any V ∈ Rn×n the block matrices:
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• θ = 1
Td (

E[tr(SjQ̃SiQ̃
Y )]

(1+δi)(1+δj)
)i,j∈[n] ∈ Rn×n

• θ(V) = 1
Td (

E[tr(VQ̃SiQ̃
Y )]

1+δi
)i∈[n] ∈ Rn,

• θ(U,V) = 1
TdE

[
tr(VQ̃UQ̃Y )

]
∈ R,

then, if ∥V∥ ≤ O(1), multiplying (12) with V and taking the trace leads to:

θ(U,V) = Ψ(U,V) +
1

Td
Ψ(U)⊤θ(V) +O

(
1√
d

)
, (13)

Now, taking U = S1

1+δ1
, . . . , Sn

1+δn
, one gets the vectorial equation:

θ(V) = Ψ(V) +
1

Td
Ψθ(V) +O

(
1√
d

)
,

When (ITd− 1
TdΨ) is invertible, one gets θ(V) = (ITd− 1

TdΨ)−1Ψ(V)+O
(

1√
d

)
, and combining

with (13), one finally obtains:

θ(U,V) = Ψ(U,V) +
1

Td
Ψ(U)⊤(ITd −

1

Td
Ψ)−1Ψ(V) +O

(
1√
d

)
.

C.4 Estimation of the deterministic equivalent of Q2

Theorem 4. Under the setting of Theorem 3, one can estimate:∥∥E
[
Q2
]
− In +Dv

∥∥ ≤ O

(
1√
d

)
, (14)

with, ∀i ∈ [n]:

vi ≡
1

Td

tr
(
Si

¯̃Q
)

(1 + δi)2
+

1

Td

tr
(
Si

¯̃Q2(In)
)

(1 + δi)2

Proof. The justifications are generally the same as in the proof of Theorem 3, we will thus allow
ourselves to be quicker in this proof.

Using the definition of Q =
(

Z⊤AZ
Td + In

)−1

, we have that

Z⊤Z

Td
Q =

(
Z⊤Z

Td
+ In − In

)(
Z⊤Z

Td
+ In

)−1

= In −Q (15)

and one can then let appear Q̃ thanks to the relation:

ZQ = Q̃Z, (16)

that finally gives us:

Q = In − 1

Td
Z⊤ZQ = In − 1

Td
Z⊤Q̃Z

One can then express:

Q2 = In − 2

Td
Z⊤Q̃Z+

1

(Td)2
Z⊤Q̃ZZ⊤Q̃Z

= In − 1

Td
Z⊤Q̃Z− 1

Td
Z⊤Q̃2Z.
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Given i, j ∈ [n], i ̸= j, let us first estimate (thanks to Hölder inequality and Lemma 2):

1

Td
E
[
z⊤i Q̃zj

]
=

1

Td

E
[
z⊤i Q̃−i,jzj

]
(1 + δi)(1 + δj)

+O

(
1√
d

)
≤ O

(
1√
d

)
,

since E[zi] = E[zj ] = 0. Now, we consider the case j = i to get:

1

Td
E
[
z⊤i Q̃zi

]
=

1

Td

E
[
z⊤i Q̃−izi

]
(1 + δi)2

+O

(
1√
d

)
=

1

Td

tr
(
Si

¯̃Q
)

(1 + δi)2
+O

(
1√
d

)
.

As before, we know that 1
TdE

[
z⊤i Q̃zj

]
≤ O

(
1√
d

)
if i ̸= j. Considering i ∈ [n], we thus are left to

estimate:

1

Td
E
[
z⊤i Q̃

2zj

]
=

1

Td

tr
(
Si

¯̃Q2(In)
)

(1 + δi)2
+O

(
1√
d

)

D Risk Estimation (Proof of Theorem 1)

D.1 Test Risk

The expected value of the MSE of the test data x ∈ RT×Td concatenating the feature vector of all the
tasks with the corresponding response variable y ∈ RT×Tq reads as

R∞
test =

1

T
E[∥y − g(x)∥22]

=
1

T
E

[
∥x

⊤W√
Td

+ ε− x⊤AZQY

Td
∥22
]

=
1

T
E

∥x⊤W√
Td

+ ε−
x⊤AZQ(Z

⊤W√
Td

+ ε)

Td
∥22


=

1

T
E

[
∥x

⊤W√
Td

+ ε− x⊤AZQZ⊤W

Td
√
Td

− x⊤AZQε

Td
∥22
]

=
1

T
E

[
tr
(
W⊤ΣW

)
Td

−
2tr
(
W⊤ΣAZQZ⊤W

)
(Td)2

+ tr
(
ε⊤ε

)
+

tr
(
W⊤ZQZ⊤AΣAZQZ⊤W

)
(Td)3

+

tr
(
ε⊤QZ⊤AΣAZQε

)
(Td)2

]

=
1

T
E

 tr (W⊤ΣW
)

Td
−

2tr
(
W⊤ΣA

1
2 (ITd − Q̃)A− 1

2W
)

Td
+

tr
(
ε⊤ε

)
+

tr
(
W⊤ZQZ⊤AΣAZQZ⊤W

)
(Td)3

+
tr
(
ε⊤QZ⊤AΣAZQε

)
(Td)2

]

=
tr
(
W⊤ΣW

)
Td

− 2
tr
(
W⊤ΣA

1
2 (ITd − Q̃)A− 1

2W
)

Td
+ tr

(
ε⊤ε

)
+

tr
(
W⊤ΣW

)
Td

− 2
tr
(
W⊤ΣA

1
2
¯̃QA− 1

2W
)

Td
+

W⊤A− 1
2
¯̃Q2(A)A− 1

2W

Td
+

1

Td
tr(ΣNQ̄2) +O

(
1√
d

)
The test risk can be further simplified as

R∞
test = tr (ΣN ) +

W⊤A− 1
2
¯̃Q2(A)A− 1

2W

Td
+

tr
(
ΣNQ̄2

)
Td

+O

(
1√
d

)
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D.2 Train Risk

In this section, we derive the asymptotic risk for the training data.

Theorem 5 (Asymptotic training risk). Assuming that the training data vectors x(t)
i and the test data

vectors x(t) are concentrated random vectors, and given the growth rate assumption (Assumption
??), it follows that:

R∞
train ↔ 1

Tn
tr
(
W⊤A−1/2 ¯̃QA−1/2W

)
− 1

Tn
tr
(
W⊤A−1/2 ¯̃Q2(ITd)A

−1/2W
)
+

1

Tn
tr
(
ΣNQ̄2

)
Proof. We aim in this setting of regression, to compute the asymptotic theoretical training risk given
by:

R∞
train =

1

Tn
E

[∥∥∥∥Y − Z⊤AZ

Td
QY

∥∥∥∥2
2

]
Using the definition of Q =

(
Z⊤AZ
Td + ITd

)−1

, we have that

Z⊤AZ

Td
Q =

(
Z⊤AZ

Td
+ ITd − ITd

)(
Z⊤AZ

Td
+ ITd

)−1

= ITd −Q

Plugging back into the expression of the training risk then leads to

R∞
train =

1

Tn
E
[
tr
(
Y⊤Q2Y

)]
Using the definition of the linear generative model and in particular Y = Z⊤W√

Td
+ ε, we get

R∞
train =

1

Tn
E

[
tr

(
1√
Td

Z⊤W + ε

)⊤

Q2

(
1√
Td

Z⊤W + ε

)]

=
1

Tn

1

Td
E
[
tr
(
W⊤ZQ2Z⊤W

)]
+

1

Tn
E
[
tr
(
ε⊤Q2ε

)]
To simplify this expression, we will introduced the so-called “coresolvent” defined as:

Q̃ =

(
A

1
2ZZ⊤A

1
2

Td
+ ITd

)−1

,

Employing the elementary relation A
1
2ZQ = Q̃A

1
2Z, one obtains:

1

Td
ZQ2Z⊤ =

1

Td
A− 1

2 Q̃A
1
2ZQZ⊤ = A− 1

2 Q̃2A
1
2ZZ⊤A

1
2

Td
A− 1

2 = A− 1
2 Q̃A− 1

2 −A− 1
2 Q̃2A− 1

2 ,

Therefore we further get

R∞
train =

1

Tn
E
[
tr
(
W⊤A−1/2Q̃A−1/2W

)]
− 1

Tn
E
[
tr
(
W⊤A−1/2Q̃2A−1/2W

)]
+

1

Tn
E
[
tr
(
ε⊤Q2ε

)]
Using deterministic equivalents in Lemma 1, the training risk then leads to

R∞
train =

1

Tn
tr
(
W⊤A−1/2 ¯̃QA−1/2W

)
− 1

Tn
tr
(
W⊤A−1/2 ¯̃Q2(ITd)A

−1/2W
)
+

1

Tn
tr
(
ΣNQ̄2

)
+O

(
1√
d

)

E Interpretation and insights of the theoretical analysis

E.1 Analysis of the test risk

We recall the test risk as

R∞
test = tr (ΣN ) +

W⊤A− 1
2
¯̃Q2(A)A− 1

2W

Td
+

tr
(
ΣNQ̄2

)
Td

+O

(
1√
d

)
The test risk is composed of a signal term of a signal term S = W⊤A− 1

2
¯̃Q2(A)A− 1

2 W
Td and a noise

term N =
tr(ΣN Q̄2)

Td .
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E.2 Interpretation of the signal term

Let’s denote by Σ̄ =
∑T

t=1
ntdt

Td(1+δt)2
Σ(t) and Σ̃ =

∑T
t=1

c0
1+δt

Σ(t). The signal term reads as

S = W⊤A− 1
2
¯̃Q2(A)A− 1

2W.

Using the following identity,

A− 1
2
¯̃Q2(A)A− 1

2 = A− 1
2 Q̄A

1
2

(
I+ Σ̄

)
A

1
2 Q̄A− 1

2

=
(
AΣ̃+ I

)−1 (
I+ Σ̄

) (
AΣ̃+ I

)−1

This finally leads to

S = W⊤
(
AΣ̃+ I

)−1 (
I+ Σ̄

) (
AΣ̃+ I

)−1

W

The matrix H =
(
AΣ̃+ I

)−1 (
I+ Σ̄

) (
AΣ̃+ I

)−1

is responsible to amplifying the signal W⊤W

in order to let the test risk to decrease more or less. It is is decreasing as function of the number of
samples in the tasks nt. Furthermore it is composed of two terms (from the independent training
W⊤

t W) and the cross term W⊤
t Wv for t ̸= v. Both terms decreases as function of the number of

samples nt, smaller values of γt and increasing value of λ. The cross term depends on the matrix
Σ−1

t Σv which materializes the covariate shift between the tasks. More specifically, if the features
are aligned Σ−1

t Σv = I and the cross term is maximal while for bigger Fisher distance between the
covariance of the tasks, the correlation is not favorable for multi task learning. To be more specific
the off-diagonal term of H are responsible for the cross term therefore for the multi tasks and the
diagonal elements are responsible for the independent terms.

To analyze more the element of H, let’s consider the case where Σ(t) = I and γt = γ. In this case
the diagonal and non diagonal elements DIL and CMTL are respectively given by

DIL =
(c0(λ+ γ) + 1)2 + c20λ

2

(c0(λ+ γ) + 1)2 − c20λ
2
, CMTL =

−2c0λ(c0(λ+ γ) + 1)

(c0(λ+ γ) + 1)2 − c20λ
2

Both function are decreasing function of λ, 1/γ and c0.

E.3 Interpretation and insights of the noise terms

We recall the definition of the noise term N as

N = tr
(
ΣN

(
A−1 +Σ

)−1
)

Now at the difference of the signal term there are no cross terms due to the independence between
the noise of the different tasks. In this case on the diagonal elements of

(
A−1 +Σ

)−1
matters. This

diagonal term is increasing for an increasing value of the sample size, the value of λ. Therefore this
term is responsible for the negative transfer. In the specific case where Σ(t) = Id and γt = γ for all
task t, the diagonal terms read as

NNT =
(c0(λ+ γ)2 + (λ+ γ)− c0λ

2)2 + λ2

((c0(λ+ γ) + 1)2 − c20λ
2)

2

E.4 Simplified Model Insights

For T = 2 tasks with identical covariance and γ1 = γ2 = γ, the test risk simplifies to:

R∞
test = DIL

(
∥W1∥22 + ∥W2∥22

)
+CMTLW

⊤
1 W2 +NNT trΣn,

where DIL, CMTL, and NNT represent independent learning, multi-task learning, and noise contri-
butions, respectively, depending on γ and λ.

DIL =
(c0(λ+ γ) + 1)2 + c20λ

2

(c0(λ+ γ) + 1)2 − c20λ
2
, CMTL =

−2c0λ(c0(λ+ γ) + 1)

(c0(λ+ γ) + 1)2 − c20λ
2
,
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NNT =
(c0(λ+ γ)2 + (λ+ γ)− c0λ

2)2 + λ2

((c0(λ+ γ) + 1)2 − c20λ
2)

2 .

The interplay between signal and noise terms shows that task similarity enhances the signal, while
noise induces negative transfer. Optimal λ balances these effects, given by λ⋆ = n

d SNR − γ
2 , where

SNR depends on task weights and noise.

E.5 Optimal Lambda

Deriving R∞
test with respect to λ leads after some algebraic calculus to

λ⋆ =
n

d
SNR − γ

2

where the signal noise ratio is composed of the independent signal to noise ratio and the cross signal
to noise ratio SNR =

∥W1∥2
2+W2∥2

2

trΣn
+

W⊤
1 W2

trΣn

F Theoretical Estimations

F.1 Estimation of the training and test risk

The different theorems depends on the ground truth W that needs to be estimated through Ŵ.

To estimate the test risk, one needs to estimate functionals of the form W⊤MŴ and ε⊤Mε for any
matrix M. Using the expression of W = AZQY, we start computing Ŵ⊤MŴ

Ŵ⊤MW = Y⊤QZ⊤AMAZQY

Using the generative model for Y = Z⊤W√
Td

+ ε, we obtain

E
[
Ŵ⊤MW

]
= E

[(
Z⊤W√

Td
+ ε

)⊤

QZ⊤AMAZQ

(
Z⊤W√

Td
+ ε

)]

=
1

Td
E
[
W⊤ZQZ⊤AMAZQZ⊤W

]
+ E

[
ε⊤QZ⊤AMAZQε

]
Employing the elementary relation A

1
2ZQ = Q̃A

1
2Z, one obtains:

E
[
Ŵ⊤MW

]
=

1

Td
E
[
W⊤A− 1

2 Q̃A
1
2Z⊤ZA

1
2A

1
2MA

1
2 Q̃A

1
2ZZ⊤W

]
+ E

[
ε⊤QZ⊤AMAZQε

]
= E

[
W⊤A− 1

2

(
I− Q̃

)
A

1
2MA

1
2

(
I− Q̃

)
A− 1

2W
]
+ E

[
ε⊤QZ⊤AMAZQε

]
= E

[
W⊤MW

]
− 2E

[
W⊤MA

1
2 Q̃A− 1

2W
]
+ E

[
W⊤A− 1

2 Q̃A
1
2MA

1
2 Q̃A− 1

2W
]

+ E
[
ε⊤QZ⊤AMAZQε

]
Using the deterministic equivalent of Lemma 1, we obtain

Ŵ⊤MŴ ↔ W⊤MW − 2W⊤A− 1
2
¯̃QA

1
2MW + trΣnM(A

1
2MA

1
2 ) +W⊤A− 1

2
¯̃Q2(A

1
2MA

1
2 )A− 1

2W

↔ W⊤
(
M− 2A− 1

2
¯̃QA

1
2M+A− 1

2
¯̃Q2(A

1
2MA

1
2 )A− 1

2

)
W + trΣn

¯̃Q2(A
1
2MA

1
2 )

↔ W⊤κ(M)W + trΣn
¯̃Q2(A

1
2MA

1
2 )

where We define the mapping κ : RTd×Td → Rq×q as follows

κ(M) = M− 2A− 1
2
¯̃QA

1
2M+A− 1

2
¯̃Q2(A

1
2MA

1
2 )A− 1

2 .
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F.2 Estimation of the noise covariance

The estimation of the noise covariance remains a technical challenge in this process. However, when
the noise covariance is isotropic, it is sufficient to estimate only the noise variance. By observing that

lim
λ→0,γ→∞

R∞
train = σ2 trQ2

kn
,

we can estimate the noise level from the training risk evaluated at large γ and λ = 0.

G Multi-Task Regression

G.1 Related Work

High-Dimensional Regression Analysis. High-dimensional regression has been extensively studied
in single-task settings using RMT [9] and other statistical methods [10]. These works typically focus
on linear signal-plus-noise models to derive test risk based on signal parameters and noise covariance.
Our research extends these concepts to MTL, providing unique insights into the effects of shared and
task-specific learning. Unlike previous studies, we offer a practical approach to estimate asymptotic
test risks and optimize hyperparameters, making our theoretical findings actionable within the MTL
framework for multivariate forecasting.

G.2 Empirical vs. Theoretical Comparison

We validate our theory using a two-task setting with adjustable similarity α. Figure 1 compares
empirical and theoretical errors across λ, showing strong alignment and accurately predicting the
optimal λ.

Figure 1: Empirical and theoretical MSE as functions of λ for different α. The close match highlights
the theory’s precision, even with moderate sample sizes.

H Multivariate Time Series Forecasting

A more general version of this work can be found at [13].

H.1 Architecture and Training Parameters

Architectures without MTL regularization. We follow Chen et al. [6], Nie et al. [22], and
to ensure a fair comparison of baselines, we apply the reversible instance normalization (RevIN)
of Kim et al. [14]. All the baselines presented here are univariate i.e. no operation is performed
by the network along the channel dimension. For the PatchTST baseline [22], we used the official
implementation than can be found on Github. The network used in Transformer follows the one
in [12], using a single layer Transformer with one head of attention, while RevIN normalization
and denormalization are applied respectively before and after the neural network function. The
dimension of the model is dm = 16 and remains the same in all our experiments. DLinearU is a
single linear layer applied for each channel to directly project the subsequence of historical length
into the forecasted subsequence of prediction length. It is the univariate extension of the multivariate
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DLinear, DLinearM, used in Zeng et al. [36]. The implementation of SAMformer can be found
here, and for the iTransformer architecture here. These two multivariate models serve as baseline
comparisons. We reported the results found in [12] and [17]. For all of our experiments, we train our
baselines PatchTST, DLinearU and Transformer with the Adam optimizer [15], a batch size of 32
for the ETT datasets and 256 for the Weather dataset , and the learning rates summarized in Table 2.

Architectures with MTL Regularization. We implemented the univariate PatchTST, DLinearU,
and Transformer baselines with MTL regularization. Initially, we scale the inputs twice using
RevIN normalization. The first scaling is applied to the univariate components, and the second scaling
is applied to the multivariate components. For each channel, we then apply our model without MTL
regularization. The outputs are concatenated along the channel dimension, and this concatenation is
flattened to form a matrix of shape (batch size, q × T ), where q is the prediction horizon and T is the
number of channels. We then learn a square matrix W of shape (q× T )× (q× T ) for projection and
reshape the result to obtain an output of shape (batch size, q, T ). This method can be applied on top
of any univariate model. Our regularized loss has been introduced in 5.

Training parameters. The training/validation/test split is 12/4/4 months on the ETT datasets
and 70%/20%/10% on the Weather dataset. We use a look-back window d = 336 for PatchTST
and d = 512 for DLinearU and Transformer, using a sliding window with stride 1 to create the
sequences. The training loss is the MSE. Training is performed during 100 epochs and we use
early stopping with a patience of 5 epochs. For each dataset, baselines, and prediction horizon
H ∈ {96, 192, 336, 720}, each experiment is run 3 times with different seeds, and we display the
average of the test MSE over the 3 trials in Table 1.

Table 2: Learning rates used in our experiments.
Dataset ETTh1/ETTh2 Weather

Learning rate 0.001 0.0001

H.2 Datasets

We conduct our experiments on 3 publicly available datasets of real-world time series, widely used
for multivariate long-term forecasting [6, 22, 34]. The 2 Electricity Transformer Temperature datasets
ETTh1, and ETTh2 [37] contain the time series collected by electricity transformers from July 2016
to July 2018. Whenever possible, we refer to this set of 2 datasets as ETT. Weather [19] contains the
time series of meteorological information recorded by 21 weather indicators in 2020. It should be
noted Weather is large-scale datasets. The ETT datasets can be downloaded here while the Weather
dataset can be downloaded here. Table 3 sums up the characteristics of the datasets used in our
experiments.

Table 3: Characteristics of the multivariate time series datasets used in our experiments.
Dataset ETTh1/ETTh2 Weather

# features 7 21
# time steps 17420 52696
Granularity 1 hour 10 minutes
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H.3 Additional Experiments.
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(g) Dataset ETTh1, Horizon 336
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(j) Dataset ETTh1, Horizon 720
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Figure 2: Results of our optimization method on different datasets and horizons averaged across 3
different seeds for each gamma and lambda values for the PatchTST baseline
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Figure 3: Results of our optimization method on different datasets and horizons averaged across 3
different seeds for each gamma and lambda values for the DLinearU baseline
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(j) Dataset ETTh1, Horizon 720
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Figure 4: Results of our optimization method on different datasets and horizons averaged across 3
different seeds for each gamma and lambda values for the Transformer baseline
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I Limitations

While the study provides valuable insights through its theoretical analysis within a linear framework,
it is important to acknowledge its limitations. The linear approach serves as a solid foundation for
understanding more complex models, but its practical applications may be constrained. Linear models,
though mathematically tractable and often easier to interpret, might not fully capture the intricacies
and nonlinear relationships present in real-world data, especially in the context of multivariate time
series forecasting.

To address this limitation, we decided to extend our algorithm’s application to more complex models,
specifically within the nonlinear setting of neural networks. This transition aims to evaluate whether
the theoretical insights derived from the linear framework hold true empirically when applied to neural
networks. As part of this endeavor, an optimal parameter lambda was selected by an oracle, leading
to promising results, as detailed in Section 5. This oracle-based selection underscores the potential
efficacy of our approach when appropriately tuned, even in more complex, nonlinear contexts.

It is important to note that the limitations are not related to the real-world data itself, as our setting
performs well in the context of multi-task regression for real-world data, as shown in Section ??. The
difficulty arises from transitioning from a linear to a nonlinear model. The results in Section 5 are
particularly encouraging, demonstrating that our method can improve upon univariate baselines by
regularizing with an optimal lambda, as indicated by our oracle. While the oracle provides an upper
bound on performance, actual implementation would require robust methods for hyperparameter
optimization in non-linear scenarios, which remains an open area for further research.

By expanding the scope of our theoretical framework to encompass nonlinear models, we pave the
way for future work that could focus on the theoretical analysis of increasingly complex architectures
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