
Mathematical Statistics - Section 1 - NYU Spring 2019 -
Homework 4

MLE for Poisson We recall that, for λ > 0, the Poisson distribution πλ
with parameter λ is a distribution on the integers k ≥ 0 given by

πλ(X = k) := e−λλ
k

k!

1. Compute the maximum likelihood estimator for the Poisson distribu-
tion.

The uniform distribution Here we choose for statistical model the fam-
ily of uniform distributions {Uθ}θ, where the pdf of Uθ is given by

Uθ(x) =
{1
θ if x ∈ [0, θ]
0 otherwise.

We let θ? be the “real” parameter, that we try to infer.

2. Compute the first and second moment of Uθ. Deduce two estimators
of θ? based on the method of moments. Hint: we mentioned those in
class.

3. Compute the variance of the estimator based on the first moment
Hint: this should be almost like computing the variance of the empirical
mean.

4. We recall that the MLE in this case is given by θ̂n := maxi=1,...,nXi.
Compute the probability distribution function of θ̂n.

Hint: compute 1
δ
P
(

max
i=1,...,n

Xi ∈ [x, x+ δ]
)

for δ > 0 arbitrarily small.

5. Compute the expectation of θ̂n.

6. Compute the variance of θ̂n, and compare it to the result found in
question 3.
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